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1 Introduction

This release notice describes the DG/UX™ Release 5.4 operating system for Data General’s
family of AViiON® computers. In addition. this notice supplements information in the current
product documentation. It includes information developed after the current manuals were
printed and manual corrections.

1.1 Printing This Release Notice

You can print additional copies of this release notice after you have installed the DG/UX
System. You can find a copy suitable for lineprinters in the file /fusr/release/dgux_S.4.rn. If
there are differences between the printed copy of this notice and the on-line version, the printed
copy takes precedence.

2 Product Description

DG/UX Release 5.4 for AViiON systems is an advanced UNIX® operating system for Data
General’s line of industry-standard computers. The DG/UX System is a redesigned and
reimplemented version of UNIX providing compliance with a wide variety of prominent
industry standards.

Data General has added value to the UNIX kernel and file system without compromising
adherence to existing UNIX standards, and continues to track other standards including POSIX,
FIPS, X/Open, 88open, and de facto standards. The DG/UX System delivers advanced
symmetric multiprocessor support with fully concurrent IO to deliver tangible benefits of
multiprocessor technology. Reliability, data integrity, high availability, ease-of-use, and
productivity features are delivered in the DG/UX operating system.

The DG/UX software is bundled on the same tape with other products. The products on the
tape may include the following:

«  DG/UX kemel. commands and libraries

¢ GNU C compiler(s)

»  TCP/IP communications software

¢ ONC/NFS software

« X Windows software (included only in package P0O1)

»  Looking Glass desktop manager (included only in package P0O1)

+  OSF/Matif extension to X Windows (included only in package P001)

«  AView graphics library (included only in package P0O1)
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Product Description

On-line manual pages for all products

Following are some of the features and benefits of the DG/UX operating system:

2.1

Standards Compliance

The DG/UX System complies with the following industry and de facto standards:

AT&T System V Release 4 interfaces

AT&T System V Release 3 interfaces

4.2/4.3 Berkeley Software Distribution interfaces

POSIX.1 (IEEE Standard 1003.1-1988, FIPS 151-1)

X/Open XPG3-Base

88open Binary Compatibility Standard 1.1A

88open Object Compatibility Standard 1.1A

88open Binary Compatibility Standard Networking Supplement
88open Application Installation Standard

TCP/IP protocols

ONC/NFS 4.0 protocols and interfaces

X Window System Version 11 Release 4

OSF/Motif 1.1

COFF object format

ELF object format

System V Interface Definitions (SVID) Issue 3 (verified with SVVS)
C Language (ANSI X3.159-1989)

IEEE floating-point conformance (IEEE Standard 754-1985)

SunOS 4.03 tape format compatibility for installation, operation, and use of diskless clients
and servers in mixed SunOS and DG/UX environments
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2 Product Description

2.2 Data Integrity and High Availability

Release 5.4 of the DG/UX System provides the following data integrity and high availability
features: '

« Intelligent, selective fast recovery file system to provide very rapid recovery of the file
system after a crash

«  Autoreboot after power and soft failures to provide higher system availability
e On-line controller reloads and restarts to provide rapid recovery of system resources

»  Software disk mirroring to provide higher data availability and protection against single
point failures

« Optional High-Availability Disk Array subsystems to provide support for on-line
replacement of a failed disk and on-line rebuild of data

«  Optional Dual-Ported High Availability Disk Array to support transfer of control from the
primary CPU to a standby system in the event the primary fails

«  Unbuffered I/O support and "write-verify" options to enhance application and data integrity
via rapid and confirmed transfer of data to stable storage media

2.3 Enhanced Diagnostics Capabilities
Release 5.4 of the DG/UX System provides the following enhanced diagnostics capabilities:
«  Eror logging for disk, tape, and memory

o Optional machine-initiated diagnostic callout through the SMART (System Maintenance
and Repair Technology) package

2.4 Ease of Use

Release 5.4 of the DG/UX System provides the following ease of use features:

»  Preloaded disks for selected hardware platforms

«  The ability to automatically configure a kernel and size peripherals at installation time
«  An advanced, simple-to-use operator interface

+  The ability to grow and shrink file systems in place without backup/restore operations and
without taking the system down

«  Very large file systems (up to 2 terabytes) that can span multiple physical disks

«  Load-and-go support for binary executables adhering to 88open standards
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Product Description 2

»  Multiple build and execution environments

»  The ability to remotely manage mounted file systems. backups. diskless systems. and X
terminals

2.5 Performance Enhancements

Release 5.4 of the DG/UX System provides the following performance enhancements:

»  Symmetric multiprocessor kernel with fully concurrent I/O to optimize throughput

+ Intelligent scheduler tuned for interactive applications to provide sustained throughput

*  Dynamic file system buffer caching to provide improved performance for most applications

+  Software disk striping to provide improved performance for applications performing
sequential I/O on large files

2.6 Innovative Kernel Technology

Release 5.4 of the DG/UX System provides the following innovative kernel technology:
*  Applications-transparent symmetric multi-processing

*  Symmetric multi-processing STREAMS

*  Scalability across the AViiON family

»  Ease of maintenance, extensibility, and reliability

2.7 Advanced System Administration

Release 5.4 of the DG/UX System contains a new version of Data General’s system
administration product, sysadm(1M). The 4.3x version of the system administration product is
called osysadm(1M).

The new sysadm product has all the capabilities of osysadm but it also provides the following
new features:

e A more object-oriented approach to system management: you select an object to be
managed, then select the operation to perform on the object

= Multiple user interfaces, including a character-terminal interface similar to osysadm plus a
graphical OSF/Matif-based interface

* A consistent low-level interface to managed objects
+  Customizable access permissions on menus and operations enable non-privileged users to

access some system management functions
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See section 4.3 for more information on sysadm.

3 Environment

3.1 Hardware

Release 5.4 of the DG/UX System runs on Data General AViiON series machines with revision
E.2 or later of the MC88100 processor and a minimum of 8 megabytes of main memory. at
least 322 megabytes of disk storage. a system console (or graphics monitor for workstations).
and a tape drive (for software distribution). The 179 megabyte disk is no longer a supported
system disk. If you are presently using a 179 megabyte disk, Data General provides a 179
megabyte to 322 megabyte disk upgrade to help ease your transition. Consult your sales
representative for complete information on this option and the other disk drives, tape drives,
printers, and terminals supported by the DG/UX System.

You may also run release 5.4 of the DG/UX System on a diskless AViiON workstation. This
requires a minimum of 8 megabytes of main memory and console or workstation monitor, but
does not require any disk or tape drive units. If you plan to be doing work that puts a heavy
windowing load on the system, you should have at least 12 megabytes of main memory on
your workstation.

3.1.1 SCSI Controller

Depending on the firmware revision of the SCSI controller in AV5000/AV6000 servers, DG/UX
may not support SCSI synchronous transfers. This is caused by a controller limitation.
Revision 11 firmware for the VME SCSI controller removes this limitation. During system
boot of DG/UX 5.4, the controller revision is checked and if it is not Revision 11 or later, the
message:

Firmware in SCSI controller "cisc()" is out of date --
see release notice.

is printed on the system console. This message indicates that the current controller firmware
does not support synchronous transfers. which improve performance. There is no risk in using
firmware revisions prior to revision 11 since asynchronous SCSI transfers continue to work.

3.2 Software

You may load release 5.4 of the DG/UX system on clean (empty) / and /usr file systems, or
you may choose to upgrade a DG/UX Release 4.3x system. For more information on software
loading procedures, see Installing the DG/UX™ System (093-701087). The previous installation
manual, Installing and Managing the DG/UX™ System (093-701052), is now obsolete and
should not be used to install release 5.4. See section 8 for more information on installation.

CAUTION: There may be certain layered products that either require this release of DG/UX

to run or that do not have a version that runs on this release. Please contact
your Data General representative for more information, before attempting to use
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layered products with this release.

4 Enhancements and Changes

This section contains information about the enhancements and changes made to DG/UX in
Release 5.4. The section covers the following areas:

41

DG/UX Kernel

Programming Commands

The sysadm Command

Other Administrative Commands

General Commands

Libraries

Printer Services

Device Services

Multi-National Language Supplement (MNLS)
X/Open Portability Guide, version3 (XPG3)

DG/UX Kernel

This section describes the enhancements and changes to the DG/UX kernel.

4.1.1

New Hardware Support

The following hardware is supported for the first time in this release of the DG/UX system:

AV 7000 and AV 8000 quad-processor servers

AV 530 and AV 4600 systems

Model 7421 VME single-ended SCSI controller
Model 7422 VME differential SCSI controller
Model 7902 High-Availability Disk Array subsystem
Model 7416 VME Token Ring controller

Model G 6488-H Danish keyboard

Model G 6488-O Norwegian keyboard

412 STREAMS

DG/UX STREAMS have been rewritten to allow transparent symmetric multi-processing within
STREAMS while maintaining compatibility with the AT&T System V Release 4 STREAMS.
The amount of concurrency for a given module/driver is selected by specifying a concurrency
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4 Enhancements and Changes

sel in the DG/UX master file (/usr/etc/master.d/dgux) where the module/driver is declared.
Refer to the comments in the DG/UX master file for more details.

sad

The sad(7) (STREAMS Administration Driver) has been added to the DG/UX kemel. Sad
enables user programs to specify a list of modules that should be pushed automatically
whenever a STREAM is first opened on a specified device number.

4.1.3 Pipes and FIFOs

DG/UX Release 5.4 implements pipes and FIFOs within STREAMS. In addition. pipes have
been made full-duplex (that is, data may flow in either direction through a pipe). Previously.
data could flow through a pipe only in a single direction. A visible effect of pipes and FIFOs
being STREAMS based is that flow control may allow more than PIPE _BUF bytes to be
written before a write blocks. These changes mirror changes in AT&T System V Release 4 and
should be transparent to all but a few applications.

4.1.4 STREAMS Based TTY Support

DG/UX Release 5.4 implements asynchronous terminal support as STREAMS-based drivers and
modules in the manner of AT&T UNIX System V Release 4. The modules ldterm(7) and
ttcompat(7) provide the standard line discipline processing. The drivers duart(7), syac(7), and
syscon(7) are now STREAMS-based drivers that support the built-in serial ports and the
intelligent VME async controllers respectively. See the corresponding man pages for more
details.

4.1.5 STREAMS Based pty Support

DG/UX Release 5.4 provides a migration path from BSD style pseudoterminals (ptys) to
System V Release 4 style STREAMS ptys by retaining certain BSD style pty behavior (with
some restrictions) to ease the transition. The retained behavior will be removed in a future
release of the DG/UX operating system. For details, see the "New Features for Future
Development" section below.

The move to STREAMS-based ptys does require certain application programs to make code
changes. These changes are necessary to maintain conformance with System V Release 4.
Differences

There should be no apparent differences in pseudoterminal behavior to the user of STREAMS
pseudoterminals. The differences are in the interface seen by the programmer.

The following is a list of differences that pose potential compatibility problems to existing pty
client code.
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Pty Line Discipline Manipulation

The biggest difference to the programmer is that the state of the line discipline presented by the
slave side of the pty can no longer be obtained or manipulated by ioctls from the master side of
the pty.

In earlier releases of DG/UX., most line discipline related ioctls were handled by a set of
common low level routines accessible from either the slave or master side of the pty. One
artifact of the STREAMS implementation is that the line discipline module (Idterm(7)) accepts
line discipline related ioctls only from the slave side.

Pty Mode Initialization

Behavior previously requested by certain ioctls is now requested by pushing the appropriate
STREAMS module. The TIOCPKT operation ioctl is now replaced by a push of the dgpckt
STREAMS module. The TIOCPTYCTL operation with a requested service level of 3 is
replaced by a push of the dgpty STREAMS module.

Pty Default Line Discipline Modes

Some of the default line discipline modes have changed in DG/UX Release 5.4 to match the
default modes in System V Release 4. This change should not be of great concern to programs,
since most pty initialization code explicitly sets the line discipline modes.

New Features for Future Development

The remaining items represent changes made in DG/UX Release 5.4 that anticipate future
changes to the DG/UX System.

Pty Mode Manipulation

DG/UX Release 5.4 provides the BSD interface to packet mode by the dgpckt STREAMS
module. The module provides the interface described in the include file <sys/_int_pty_ioctl.h>,
which is different from the System V Release 4 packet mode behavior. To use the dgpckt
module, the calling program must always issue the read system call with at least a 1024 byte
buffer.

Support for DG service level 3 is provided by the dgpty module. To use the dgpty module,
the calling program must issue the read(2) system call with at least a 1025 byte buffer.

Support for the dgpckt and dgpty STREAMS modules will be dropped in a future release of
the DG/UX operating system.
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Pty Names

Enhancements and Changes

The naming conventions have been expanded in DG/UX Release 5.4 to support the System V
Release 4 style of pty naming. The new nodes are /dev/ptmx. a clonable pty master device,
and /dev/pts/N. the pty slave nodes.

Support for the DG/UX pty naming convention, /dev/ttypN, where N ranges from 10 upwards,
will be dropped in a future release of the DG/UX operating system.

Pty Allocation

You are encouraged to write programs that use the clonable pty master driver for pty allocation
instead of looping through the list of pty masters, attempting to open each until an open
succeeds. The new code is very straightforward and more efficient, because it requires only one

open:

{

085-600265-01

int master;
int slave;
int rc;

char *slavename;

master = open("/dev/ptmx", O RDWR);
if (master < 0)
{
perror("master open");
exit(l);
}

slavename = ptsname(master);

if (NULL == slavename)

{
fprintf(stderr, "NULL slavename\n");
exit(1l);

1

unlockpt (master);

slave = open(slavename, O RDWR);
if (slave < 0)

{
perror("slave open");
exit(1l);
1
rc = ioctl(slave, I _PUSH, "ptem");
if (rc < 0)
{
perror("push ptem");
exit(1l);
}
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/* push ldterm and ttcompact ... */

/* program continues ... */

}

NOTE: When you use the clonable ptys, you must push the line discipline modules ptem(7).
Idterm(7). and ttcompact (in that order) onto the slave side of the pty.

Programs that must conform to the BCS Networking Supplement must still loop through the list
of Binary Compatibility Standard. Networking Supplement (BCSNS) pty master names.
attempting to open each until an open succeeds or the list is exhausted.

4.1.6 System Call Enhancements and Changes

The following system calls were added or enhanced in DG/UX Release 5.4:

dg_paging info dg set cpd limits dg_sys_info

dg sysctl fchdir fstatvfs
getcontext getpmsg getsid
mincore mmap mprotect
munmap putpmsg reboot
setcontext sigaction sigaltstack
sigsendset statvfs sync

sysfs uadmin waitid

See below for more information on the dg_set cpd limits(2), dg_sysctl(2), sigaction(2), and
sync(2) system calls. Refer to the individual man pages for information on the other system
calls.

dg_set cpd_limits(2)

Previously, the dg_set cpd_limits(2) system call incorrectly allowed the target cpd’s limits to
be changed when the caller specified a pathname that had "." or ".." as its last component and
the caller did not have write access to the parent directory of the cpd. Now the system call
returns EINVAL in these cases of "." or ".." as the last component; the limits of the cpd are
not changed. Use an absolute pathname instead.

dg_syscti(2)
A new system call, dg_sysctl(2), lets you control several new features related to system panics
and reboots. These new features can help to make your systems more highly available by
automatically starting a system dump and/or automatically rebooting the system after a panic
occurs. You can use the new dg_sysctl(1M) command from the shell to control these features.
The new features are:
*  You can specify the system behavior for starting a system dump when a panic occurs.

You can prompt the operator to start a dump (the default), you can have the dump
automatically started, or you can skip the dump.
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4 Enhancements and Changes

Currently, the only dump devices supported are tape drives and network devices.

If you choose to have the system dump éutomatically started, you must ensure that the
dump medium is always available and ready to be used. For tape drives, this means that
you must have a write-enabled tape in the drive at all times.

If a panic occurs and the dump device cannot be opened (for example, no tape in the
drive), the dump is skipped. As long as the dump starts and completes successtully with
the available medium. no operator intervention is required. However. if there are any
further problems with the dump (for example. hard error on the tape. new tape volume
required for a multi-volume dump). the operator is prompted to mount a new tape and
respond once the tape is ready.

»  You can specify the system behavior after panic processing is complete. You can have the
system halted (the default) or automatically rebooted after a panic.

*  You can change the device to be used for system dumps.

This is useful if there are multiple tape drives on the system and the one you normally use
for system dumps is broken or being used for some other purpose. In these cases, you
could change the dump device to another drive and then switch back to the original drive
once it has been repaired or becomes available.

The default dump device is what you specified for the DUMP configuration variable when
you built the kernel. However, you should set the default device using dg sysctl rather
than when you build the kernel.

« You can change the boot command line that is used to reboot the system, either
automatically after a panic as described above, or when you call the reboot(2) or
uadmin(2) system calls appropriately.

This is useful if you want to change which kemnel is being run, but you can wait until the
next time the system is rebooted to begin using it. The default boot command line is the
line that was used to boot the currently running system. You can also specify that the boot
command line stored by the SCM be used to boot the system.

*+  You can get the current settings for the auto-reboot and dump start states, for the current
dump device name, and for the current boot path command line.

Only the superuser may set the auto-reboot state, dump start state, dump device name, and
boot path command line. Any user, however, may examine these variables.

For diskless clients, a system dump done to device inen() is handled differently than system
dumps to other devices. The inen dump handler always automatically reboots the system with
a boot path of inen() —d. This path instructs the bootstrap to do the system dump across the
network to the server. This means that the autoreboot state is ignored when a system dump is
taken to device inen(). Additionally. since the kernel is always booted with a boot path of
inen() -d after such a system dump. any boot path that has been set through dg_sysctl(2) is
ignored, and inen() -d becomes the default boot path for the new kernel. The consequences of
this are that all future automatic reboots of the system also cause a system dump to be done.
and this may overwrite the previous system dump done by the client. If no panic dumps are
done by the client, the autoreboot state is honored.
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For more details, see the man pages for the dg sysetl(2) system call. the
fusrfinclude/sys/dg_sysctl.h include file. and the dg_sysctl(IM) command. Also. see the man
pages for the reboot(2) and uadmin(2) system calls, and the reboot(1M) command.

All of the functionality of the dg_devetl(2) system call has been moved to the new dg_sysctl(2)
system call. The dg_devctl(2) system call and the /usr/include/sys/dg_devctlLh include file are
still available, providing both source and binary compatibility with any existing programs that
might use them.

The dg_devctl(2) system call and /usr/finclude/sys/dg_devctl.h include file will be removed in
a future release of the DG/UX System. so any new programs you write should use the new
dg_sysctl(2) system call and /usrfinclude/sys/dg_sysctl.h include file instead.

sigaction(2)

The sigaction(1) call has been enhanced to allow it to emulate the BSD signal() and sigvec()
semantics, as well as the AT&T signal() and sigset() semantics. You can change signal
delivery behavior with the sigaction() call by setting (or not setting) particular flags in the
sa_flags field of the sigaction structure. See the sigaction(2) man page for an explanation of
the valid flags and how each can modify signal delivery.

sync(2)

Previously, there was no way to register a sync routine for a custom built file system, and
therefore the file system would not be synchronized when the syne(2) system call was executed.
The interface to the fs_register_file_system kernel routine has been changed to accept pointers
to a file system’s fs_vfs_operations_type structure which contains a pointer to its sync routine
and its fs_vfm_operations_type structure. The sync(2) system call now calls the sync routine
for each registered file system.

Additionally, the fs_vfs_operations_type structure has been expanded to contain a pointer to the
file system’s mount function. Pointers to the file system’s mount function and fh_to_vnode
function used to be passed directly to the fs_register file system routine.

These changes are important only to people who build customized file system software. The
file system types shipped with DG/UX are already modified to use the new interface.

4.1.7 Process Management

Load average calculation

The load average calculation has been modified to reflect only jobs that would run if they were
given to a processor. Jobs that cannot run because they are awaiting an event are no longer
included in the load average calculation. The new method better reflects system load and is
more consistent with the way other UNIX systems report load average.
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For more information about the load average. see the ruptime(1C) man page. the
dg_sys_info(2) man page, and the /usrfinclude/sys/dg_sys_info.h include file.

4.1.8 MS-DOS File System

DG/UX Release 5.4 supports direct access to MS-DOS file systems on floppy diskettes. DOS
file systems can be mounted like normal file systems and the files accessed directly for reading
and writing. See the mount(1M) and dfm(4) man pages for details.

You can now format floppy diskettes as DOS diskettes using options on the mkfs(1M)
command.

4.1.9 Terminal Services

The DG/UX Release 5.4 terminal services are significantly different from previous releases.
See the sections below on the Service Access Facility and the getty(1M), uugetty, and
ttymon(1M) commands for details.

You should also be aware of the following changes:

»«  DG/UX Release 5.4 and later releases require a slightly different configuration of the
terminal controller boards than previous releases. The hardware setup depends on the
model of terminal controller in the system. For 16 line MUX controllers and the 128 line
controller, switch 1 position 2 must be set to the "on" setting. For the 255 line controller,
jumper E22 pins 3-4 must be in. This has always been the Data General recommended
setting for these boards, although the DG/UX Release 4.3x driver would work with either
setting.

«  Support has been added for BCSNS-style pseudoterminals (/dev/tty[p-za-0]{0-9a-f]) and
System V Release 4 style slave side pseudoterminals (/dev/pts/%d). DG/UX style ptys
(/dev/ttyp%d) will NOT be supported in a future release of the DG/UX system.
Applications are encouraged to migrate to using clonable (System V Release 4) ptys or, if
they are BCS applications, BCSNS pty names.

Service Access Facility

The Service Access Facility (SAF) provides general procedures for service access, so that login
access on the local system and network access to certain local services are managed in
essentially similar ways. The controlling process (daemon) of SAF is the Service Access
Controller (sac(1M)). It starts, stops, oversees, and maintains status information on services,
which consist of "port monitor" processes running under sac. The most important port monitor
is ttymon, whose relationship to getty and uugetty is described in the next section.

You can administer SAF completely through command interfaces. Direct editing of system
files used by SAF is highly discouraged. and in some cases will have unexpected effects. Note
that the sysadm Terminal submenu can provide shortcuts for managing simple terminals. The
sysadm menus that handle TTY devices are also completely different from the previous getty
menus.
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Administrators should examine the manual Managing the DG/UX™ System (093-701088) and
the following man pages for more information about SAF and its administrative interfaces:

sysadm(1M) manage SAF, using the ports submenu of the devices menu
admportmonitor(1M)  manage port monitors
admportservice(1M) manage services for individual ports under a port monitor

admterminal(1M) manage simple terminal devices

sac(1M) service access controller

sacadm(1M) administer port monitors under sac

pmadm(IM) administer specific port services under a port monitor
ttymon(1M) port monitor for terminal ports

ttyadm(1M) format and output ttymon-specific information
sttydefs(1M) maintain line settings for TTY ports

stty(1M) set the options for a terminal

getty, uugetty, and ttymon

The getty(1M) and uugetty commands have been replaced by the ttymon(1M) command. This
command consolidates their functions and moves their administration into the SAF architecture.

The ttymon port monitor manages the login access functions that were formerly handled by
getty. Ttymon differs from getty in the following important ways:

«  Ttymon provides any service the system administrator configures. Getty provided only
login service.

»  Each invocation of ttymon can monitor multiple TTY ports. Getty supported only one
port per invocation.

+ Ttymon is a persistent process that continues to run after the service process is initiated.
The getty process was replaced by the process the service invoked.

«  Ttymon can take advantage of STREAMS /O capabilities.
«  Ttymon can configure line disciplines on a per-port basis.

«  Ttymon provides an optional message display to indicate when a port is disabled from
logging in.

A one-to-one replacement of getty by ttymon is possible. In fact, for backwards compatibility,
a link to getty is provided. When invoked by this link, ttymon accepts the same command line
that getty did. However, greater flexibility, more features, sysadm support, and lower process
counts are possible by migrating to use ttymon directly.

When you load DG/UX Release 5.4 on top of a previous DG/UX installation, this migration is
done automaucauy tor getty and uugetty in /etc/inittab. This conversion is done when the
system is first brought out of single user mode (during the installation package setup stage).

The /etc/gettydefs file has been replaced by the new file, /etc/ttydefs. The new ttydefs(4)
format is more powerful and extensible than the gettydefs(4) format. Its most notable features
are that line discipline modes are set using the same syntax as the stty(1) command, and that it
can (and should) be maintained through the sttydefs(1M) command instead of by direct editing
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of the file. Direct editing of the file can cause unexpected results. The conversion process that
updates /etc/inittab also translates a system’s /etc/gettydefs file into an equivalent /etc/ttydefs
file.

The only difference that typical users should notice is the lack of numerous getty processes
when they issue the ps -e command.

4.1.10 Device Drivers and I/O Devices
The following device drivers have been added:

« The fe pseudo-device driver has been added. This driver is included automatically in
every system and is accessed via the character special device /dev/fe.

It is used by the Data General Field Engineering SMART (System Maintenance And
Repair Technology) package and should not be accessed by general applications. If you
purchase the SMART package, Field Engineering is able to remotely monitor any system
problems you might experience through this driver. If you do not purchase SMART, the
driver has no effect on your system. The SMART support offering is optional and can be
purchased as a supplement to other service agreements.

«  To support the High Availability Disk Array (HADA). two drivers have been added: the
HADA adapter driver, hada(7), and the disk array device driver, da(7). The hada is an
adapter driver, which allows both da(7) and st(7) devices to be configured on it.

Specification of da(7) devices follows the nested notation convention used for DG/UX
SCSI device/adapter configurations, for example, da(hada(0),6). See the da(7) and
hada(7) man pages for more information.

Note that all da(7) devices must be associated with a unit number, using the gridman(1M)
utility, before you can use them. See "Binding Drive Modules as Physical Disks" in
Operating the High Availability Disk Array Subsystem (014-002059-00) and the
gridman(1M) man page.

The HADA adapter provides a general-purpose SCSI interface. intended to support tape
devices. The SCSI ID for these devices can range from O to 5, inclusive, as SCSI IDs 6
and 7 are reserved by the HADA controller hardware. Specification of these devices
follows the convention used for other SCSI adapters, for example. st(hada(),4). The SCSI
IDs for these general-purpose SCSI devices are permanently associated with unit numbers
0 to 5, inclusive, and require no preparation by gridman(1M).

Note that one of the disks in the HADA may now be the system disk.

+  The dgen(7) driver has been added. This is the STREAMS driver for the integrated
ethernet interface on AV530, and AV4600/4620 systems. The entry "dgen(0)" represents
the ethernet interface on the system board. The entry "dgen(1)" represents the secondary
ethernet interface that comes on the available expansion I/O card. Diskless booting is
supported over the dgen(0) interface only.

e The ssid(7) driver has been added. This is the STREAMS Synchronous Interface Driver.
It provides the interface to the VSC synchronous controller boards for the DG/UX X.25
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product.

o The vitr(7) driver has been added. This is the STREAMS driver for the VTC 4/16
Token-Ring controller. It provides access to IEEE 802.5 Token Ring Lan based networks
from AViiON class machines.

»  The He(6P) driver has been added. It supports IEEE 802.2 Logical Link Control (LLC)
connections over IEEE 802.3 CSMA/CD Lans and IEEE 802.5 Token Ring Lans. The
DG/UX LLC layer is implemented as a STREAM many-to-many mulitplexor (Pseudo
device driver). The layer provides support for multiple protocol modules above it (i.e.
SNAP. SNA PC. NetBEUI. Novell. OSI/P, etc.) supporting multiple Token Ring or
Ethemet drivers below it. The DG/UX LLC layer provides IEEE 802.2 Class I and Class
II classes. This allows support for both Type 1 connectionless service and Type 2
connection oriented service. Type 3 acknowledged connectionless service is not
implemented.

e The SNAP STREAMS pseudo-driver implements the IEEE 802.1d standard for
SubNetwork Access Protocol. This allows non-802 based transport and network levels
(such as TCP/IP) to run over over 802-based media (such as IEEE 802.5 Token Ring
Lans).

« In DG/UX 5.4, the local area network STREAMS drivers support the DLPI (Data Link
Provider Interface) version 1.3 as defined by AT&T. UNIX International has taken DLPI
and made extensions to the AT&T version. Future revisions of DG/UX will match the
DLPI standard as it evolves. The drivers that support this interface include imen, hken.
dgen, vitr, and llc.

4.1.11 Disk Management Enhancements
Disk management has been enhanced in the following ways:

o The diskman(1M) utility has been significantly enhanced to improve the system
installation process and to support automatic detection of the system hardware
configuration. For details, see Installing the DG/UX™ System (093-701087).

« Diskman also has an option for invoking the gridman utility to manage the High-
Availability Disk Amray (HADA). For details on gridman. see Operating the High-
Availability Disk-Array Subsystem (014-002059) and the gridman(1M) man page.

e The diskman utility has been enhanced to allow the selective growing and shrinking of
unmounted file systems. See the section 4.1.12 for more information.

4.1.12 File System Enhancements

The file system enhancements in DG/UX Release 5.4 provide support for large file systems,
logical disk mirroring, disk striping, growing and shrinking of unmounted file systems, and
fast-recovery file systems. You can use disk mirroring to increase data availability by
replicating logical disks. You can use disk striping to improve load balancing across multiple
physical devices. A large file system is one containing up to 2 terabytes of data. Previously,
the maximum size of a file system was two gigabytes.
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See Managing the DG/UX™ Svstem (093-701088) for more information.

Logical Disk Mirroring

The operating system provides logical disk mirroring and requires no special hardware support.
The High Availability Disk Array (HADA) subsystem provides disk mirroring through the
hardware. See the manuals provided with these arrays for details. Logical disk mirroring is
available on all AViiON hardware platforms with at least one disk drive. The system
administrator can optimize a system’s disk availability by creating disk mirrors for important
logical disk images. for example. those which must be highly available. on a one-by-one basis.
Disk mirroring provides protection against single-point failures. Each image of a disk mirror
should have a unique path (separate disk controllers and housings) for maximum benefit.

The data duplication provided by a mirror gives you higher data availability than a single
logical disk image. In the event of a disk block becoming unreadable on one component disk
image. the mirror transparently reads the equivalent block on another image and repairs the
faulty image. Under typical operation, a mirror is composed of two or three logical disk
images. A mirror can consist of a single logical disk image. such as when the mirror is being
built. when it is being re-formed after a system crash, or when the system administrator has
removed the other images for whatever reason. However, such a mirror does not provide
increased data availability.

I/O errors that occur when reading from a disk mirror are automatically repaired by the system
in a transparent fashion. If the error is unrepairable, the failing logical disk image is removed
from the disk mirror and a message is sent to the system error logger.

Disk Striping

Disk striping is the interleaving of sequential physical blocks across multiple devices to
improve access rates to the data on the disks. The HADA subsystem provides disk striping
through the hardware. See the manuals provided with those arrays for details. Logical disk
striping is available on all AViiON hardware platforms with a least 2 disk drives. Disk
striping, when used correctly, can result in higher sequential disk I/O performance. This is
because readahead done by the file system can be concurrent with normal I/O requests. Also,
disk striping may aid performance by balancing I/O requests among physical disk drives and
controllers.

Striping is a very powerful mechanism, but it can be misused. For example, you must ensure
that the stripe size matches the data element size of files within the file system. Unless the file
system data structures are aligned with the stripe size, the striping mechanism does not work
comrectly. There is a degradation of performance in the unaligned case, because more 1/Os
would be necessary to retrieve the same amount of data as when not striping.

When using striping. use the default of 16 blocks for both the data element size and the stripe
size for the most balanced performance. If you use a stripe size other than 16 blocks,
mkfs(1M) attempts to change the default data element size to match that stripe size. Smaller
stripe sizes perform well in some cases and poorly in others. Using a value larger than 16
blocks sets the default data element size to a large value, which would waste disk space in most
cases. A stripe size larger than 32 blocks is not recommended. because the largest buffer can
be 32 blocks.
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Growing and Shrinking File Systems

Logical disks without a file system may also be grown and shrunk. providing that the logical
disk is not currently in use (that is, not mounted). The area to be expanded or reduced is
always located at the end of the logical disk.

You can grow a file system by adding new logical disk pieces, or by having the last piece
extended (the last piece is automatically extended if the new logical disk piece is contiguous to
it on the same physical disk). Shrinking a file system may cause logical disk pieces to be
removed from the logical disk and may also cause the last piece to be reduced in size.

All system and user data is compacted into a shrunken file system. You may optionally specify
the percent number of free blocks and free file node slots to attempt to leave in each of the
remaining disk allocation regions (DARs) when the shrink operation is complete. If the
percentage cannot be upheld, the shrink fails (the file system is not modified in this event).
Using percentages of zero guarantee that the shrink tries to compact the file system as much as
possible. It is possible that the user data and the hidden system data may not fit in the
requested smaller file system size.

fsck

DG/UX Release 5.4 introduces the fast-recovery file system. The fast-recovery file system is
designed to reduce the length of time it takes to run fsck on a file system.

To mount a file system in fast-recovery mode, use the —o fsck_log_size option. For example:
mount -o fsck log size=8 /dev/dsk/foo /foo

The number specified in the option is the number of disk blocks to use for the fast-recovery
log. You should use a power of 2 between 4 and 32. In /etc/fstab, this option is part of the
opts field. Note that there are no spaces between options or around the commas that separate
the options.

/dev/dsk/foo /foo dg/ux rw,fsck_log size=8 wl
There is a new flag for fsck:

—1 Recover in fast-recovery mode if the file system was last mounted in that mode. Recover
normally, otherwise. Note that even if your file system has been mounted in fast-recovery
mode, normal recovery mode may be used on it by simply omitting this flag.

If you want to use fast-recovery fsck on a file that is checked as part of coming to init level 3,
you should change the declaration of fsck ARG in /etc/dgux.params from -xp to -xpl. If you
want the root file system to be fast-recovery, you must specify the ROOTLOGSIZE and
FSCKFLAGS in your system configuration file before building the kernel. For example, set
ROOTLOGSIZE to 8 and FSCKFLAGS to "-xpl" in the system file. Be sure to include the
quotation marks around the flag.
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mkfs

Previously. mkfs(1M) could not build a file system with a large number of file nodes relative to
the number of data blocks. This prevented building file systems that are to be used to store a
large number of very small files. You can now specify any value for the -i switch, which
indicates the ratio between the number of bytes per file and the number of inodes. However.
making file systems with a small -i value can produce a file system with more file nodes than
can be used. and may take a long time to build.

4.1.13 Subsystem Enhancements and Changes

dev (device drivers) Subsystem

o A write verify ioctl has been added to the sd(7) disk driver code to support user level
write verify operations. The command dketl(1M) provides the user level interface. See
the dketi(1M) manual page for more information.

«  The lineprinter driver has changed the behavior of the open logic. Previously, if the
printer was not ready. the open routing would return with an error. Now the driver loops
every five seconds to check if the device has become ready. The open routing continues
looping until either the device becomes ready or a signal is received.

«  Manual dual porting of da(7) disk units is now supported. DG/UX support of this feature
allows for two separate AViiON systems, each with its own HADA controller, to share
mutually exclusive da(7) units of a HADA cabinet.

You can use manual dual porting to provide a scheme for manual failover to a warm
standby machine. For example, system A might register da units 6 and 7, while system B
registers units 8 and 9. If system A should fail. the HADA controller in system A must be
reset using the SCM reset command or the system can be powered off. Once this is done:

— System B is booted

— System B then registers da units 6, and 7 using diskman(1M), in addition to units 8,
and 9

— Fsck(1M), or another appropriate check and repair utility, is used to repair any file
systems

— File systems on da units 6, and 7 are mounted
— Operation continues on system B

When system A is repaired, system B can unmount and deregister da(7) units 6, and 7.
System A can then be rebooted, can register and mount these units, and continue operation.

For administrative simplicity, each system should have a unique system(4) file which
explicitly defines which da(7) units are configured and registered at system boot time.
During a failover, da(7) units can be dynamically registered or deregistered using the
physical disk management facilities of diskman(1M), then mounted or unmounted.
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When da(7) units are failed over to the standby machine. the controller begins an operation
to verify the integrity of the unit. While the verify operation is in progress. the /O
performance of the controller is degraded. and the unit is vulnerable to a single point of
failure. Contact your Data General representative for more information on failover, if you
need this function.

io (input/output) Subsystem

The interrupt initialization sequence has been modified to distribute interrupts across all job
processors (JPs) in multi-JP configurations, rather than always interrupting the initial
processor. Each interrupt is assigned to a JP at configuration time and remains with that
JP for the life of the system.

The value of FOPEN_MAX in /usrfinclude/stdio.h can now be either 20 or 64. Under
-ansi the value changes to 20.

sfm (STREAMS file manager) Subsystem

The System V Release 4 versions of the timod and tirdwr STREAMS modules have been
added in this release. System V Release 3 backward compatibility has also been
incorporated into the System V Release 4 version of timod. This is tied to changes in
<sys/timod.h>. Code that uses this header file probably needs to be recompiled. This also
creates a rev-lock with the TLI library.

Sys (/usr/include/sys header files) Subsystem

MAXIOCBSZ and MAXBSIZE have been moved from under #ifdef KERNEL to make
them visible outside the kernel. This change is for compatibility with AT&T System V
Release 4.

All occurrences of "KERNEL" in the <sys> header files have been changed to
" KERNEL" for ANSI C compliance.

Previously, the dg_process info.h include file incomectly described the
"resident_process_size" field as being the process’s resident size in blocks. The
explanation has been changed from "blocks" to "pages". The value reported in the field
has not changed, only its explanation.

ts (terminal services) Subsystem

Support for the KBD _GET_STATE function of ioctl has been added. This function
returns a structure to the caller containing the current state of the keyboard LEDs and a
count of the scan codes currently in the keyboard driver’s internal buffer. With this
information you can synchronize your application with the current state of the keyboard.

The system driver has been changed to allow syscon(7) redirection to be overridden by

succeeding TIOCCONS ioctl calls. The syscon driver has been changed to send output to
both the console and the redirect device when console redirection is in effect. This
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prevents the console from appearing to be hung.

4.2 Programming Commands

This section describes the enhancements and changes in software development tools and the
SDE (Software Development Environment).

421 gcc

The gee(l) man page documents compiler options that are unique to Version 2 of GNU C.
which is not yet released for general use. DG/UX Release 5.4 provides for the installation and
use of multiple versions of GNU C on your system. When Version 2 becomes available, you
will be able to add it to your system and use it selectively as dictated by your development
requirements.

The new command default-gee(1) is used to query or set the default version of the GNU C
compiler when more than one version is available on the system. Both gee(l) and ec(1)
support options to select a version other than the default.

4.2.2 Assembler Warning Messages

The assembler now displays waming messages when it encounters instructions that might
exhibit different behavior on future 88000 processors. Code generated by the GNU C compiler
does not produce such warnings. However, these warnings may appear when you use gee(1) or
ce(1) to translate assembler code from some other source. You should modify any assembler
code as required to eliminate these warnings.

Code produced by the current releases of Green Hills compilers, 1.8.5.4, yields a number of the
following assembler warning messages:

Warning: Double argument starts in odd register

These instructions will not fail on future processors. but will carry a performance penalty. The
1.8.6 release of the Green Hills compilers will not generate these instructions.

To suppress these assembler warnings, you may pass the option —M,88100 to as(1). For
example:

# ghce -Wa,-M,88100 foo.c o

4.2.3 The sde Mechanism

The sde mechanism now supports the m88kdguxelf target environment. This mechanism
generates ELF (Executable and Linking Format) objects and executables and supports the
production and use of shared objects. This is the default target environment on DG/UX Release
5.4.
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See the sde(5), sde-target(1). and sdetab(4) man pages for more information.

4.2.4 The Elink Mechanism

A number of the software development tools (for example. Id. as) need to find target specific
versions of libraries and other files. They do this by incorporating a mechanism called "elink"
(Environment variable sensitive symbolic link).

An elink makes non-standard use of the standard symbolic link mechanism to encode a
pathname that includes the names of one or more environment variables. When a file is
opened. the environment variable is queried to complete the pathname. If the variable is not
defined, you may supply a default value to be used instead.

This elink mechanism is unique to the software development tools. Other programs which
attempt to open an elink receive an error indicating that the file does not exist.

See the elink(5) man page for more information.

425 Changing SDE_ TARGET to TARGET_BINARY_INTERFACE

The current environment variable SDE TARGET is too general a name for the multiple
development environment architecture provided with release 5.4 of the DG/UX system.
Therefore, SDE_TARGET has been replaced with a new environment variable called
TARGET_BINARY_INTERFACE. Changing the environment variable does not change the
sde-target(1) command.

426 cc,as,ld

Ce(1), as(1), 1d(1), and other program development commands now support options unique to
the ELF target environment, principally for the generation and manipulation of shared objects.
For more information, see the respective man pages for these commands.

Many of the DG/UX System libraries are now dynamically linked by default under release 5.4.
You should use dynamic linking. because effective sharing of libraries among different
programs reduces the system-wide demand for main memory resources. This reduces paging
activity on systems where demand for main memory outstrips supply. These benefits are
particularly noticeable for programs whose file sizes drop significantly when they are
dynamically linked, such as X clients.

Note, however, that some functions are slower for dynamically linked programs than for
statically linked programs. System performance is likely to benefit if some heavily used
programs are statically linked. If a program is invoked by exec(2) very frequently (at least
every few seconds) or calls fork(2) very frequently, then you should consider static linking.
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4.2.7 |d and ld-coff Man Pages

The man page for 1d(1) now documents the link editor in the ELF target environment. You can
access the man page for Id in the COFF target environment as ld-coff(1).

4.2.8 The dbx Debugger

The dbx debugger has a number of enhancements that are highlighted below. See the dbx(1)
man page for more information.

+  The dbx commands delete. catch. and ignore now accept multiple arguments.
«  Dbx does not ignore a quit command encountered in a .dbxinit file.

«  The initial display mode in dbx is now hexadecimal, not octal.

«  Dbx’s nomenclature for machine registers is simplified and extended.

o The alias command in dbx is enhanced to accept an arbitrary one-line character sequence,
which may denote arguments as #1, #2, and so on.

o The "trace variable" capability provides greatly improved performance.

4.29 Misalignment Exception Handler

The exception handler that repairs misaligned access faults is revised for this release. See the
misalign(5) man page for more information.

4.3 The sysadm Command

The sysadm(1M) command has been completely redesigned to provide a multi-level, object-
oriented management framework. At the bottom level are over 40 low-level non-interactive
administrative commands, called adm commands. At the top are the two user interfaces. In
the middle is a program which reads interface-independent menu descriptions, translates them
into a form that the interface drivers can use, and invokes the adm commands to perform the
actual system management.

This design has the following advantages:

o  The system is data-driven, allowing you to add new menus and operations (for example,
third-party or optional packages) without recompiling.

«  The menu names, operation names, query prompts. help messages, and so on are identical
in the character interface and the OSF/Motif interface.

»  The adm commands provide a means for knowledgeable users to
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— bypass the menu hierarchy entirely.
— create scripts which combine several management operations, and

— arrange for certain administrative tasks to be performed automatically (for example.
using admbackup(1M) for automatically performing backups via cron(1M)).

The new sysadm command automatically determines whether to invoke the line-oriented ASCII
interface or the graphical OSF/Motif interface. However, you can specify which interface you
want by invoking asysadm for the ASCII interface or xsysadm for the OSF/Motif interface.
See the sysadm(1M) man page for more information.

The previous sysadm command is maintained in the osysadm(1M) command. Many of the
operations present in the previous version of sysadm are no longer available in osysadm.

43.1 Adm Commands

Below is a list of the adm commands. Each command is in /usr/bin and has a Chapter 1 man
page entry.

adm88package admipinterface admservice

admaccounting admkernel admsnmpcommunity
admalias admlock admsnmpobject
admbackup admnetwork admsnmptrap
admclient admnls admsvcorder
admdate admpackage admswap
admdefault admportmonitor admtape
admdumpcycle admportservice admtcpipdaemon
admdumpdevice admprocess admtcpipparams
admether admrelease admterminal
admfilesystem admresolve admtrustedhost
admfsinfo admroute admuser
admgroup admrshell admxterminal
admhost admsar

4.3.2 Menus

The sysadm menus are arranged differently from the osysadm menus. The osysadm
commands (addclient and setuppackage, for example) are maintained in sysadm. Use sysadm
~1 for a list of menu shortcuts.

The main asysadm menu contains the following items:

Main Menu

1 Session -> Manage this sysadm session

2 File System -> Manage file systems

3 System -> Manage DG/UX system databases

4 Client -> Manage 0S and X terminal clients
5 Device -> Manage devices and device queues
6 Networking -> Manage network databases

7 User -> Manage users and groups
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8 Software -> Manage software packages
9 Help -> Get help on sysadm and its queries

Enter a number, a name, ? or <number>? for help,

or q to quit:

The "->" symbol following a menu item name indicates that the item is a menu. Menu items
with "..." following the name are operations for which you must supply certain information.
Menu item names with no suffix are operations which do not require any additional
information.

See the man page for the interface description interpreter, idi(1). for a complete description of
how to navigate the menus in each of the interfaces. The man page also contains a list of X
Window System resources which you may modify to customize the appearance of the
OSF/Motif interface.

Below is a list of several frequently-used commands from osysadm with the corresponding
operation in asysadm:

loadpackage Software —> Package —> Load
setuppackage Software —> Package —> Set up
newdgux System —> Kernel —> Build

Or you can autoconfigure a custom kernel with System —> Kernel —> Auto
Configure.

addclient Client —> OS Client —> Add
makesrv (No longer needed)

clientdefaults Client —> OS Client —> Defaults —> Create

datetime System —> Date —> Set

addhost Networking —> TCP/IP —> Hosts —> Add
adduser User —> Login Account —> Add

fsdump File System —> Backup —> Create
filerestore File System —> Backup —> Restore

Terminal and Printer Setup
More information about setting up terminals and printers with the new sysadm and examples of

the procedures involved in these processes is in Customizing the DG/UX™ System (093-
701101). See Chapter 5 for setting up terminals and Chapter 6 for setting up printers.
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4.3.3 Queries

For operations that require additional information. sysadm presents some type of query.
Defaults are provided whenever possible. You may encounter the following types of queries:

Text query Allows entry of arbitrary text.

Selection query  Allows selection of one or more choices. and possibly allows arbitrary text.
Boolean query Allows a "yes" or "no" response.

Range query Allows entry of a number from a specified range.

To get Help for queries. enter "?" in the line-oriented interface. or press Function Key 1 in the
OSF/Motif interface.

You may answer queries for an operation in any order. Use " to return to the previous query
in the line-oriented interface. Select the "OK" button in the OSF/Motif interface when you
have answered the queries.

See the idi(1) man page for a complete description of queries.

For additional information on using sysadm and its menus, see Managing the DG/UX™ System
(093-701088).

4.4 Other Administrative Commands
Many of the administrative commands have been upgraded to include System V Release 4

content. Individual commands which are new to DG/UX or whose interfaces have changed are
covered below. Refer to the command’s man page for more information.

44.1 autocon

The autocon program is run by init(1M) as a sysinit entry in the inittab(4) file. It initializes
STREAMS line discipline modules on the system console device.

442 chk.fsck

The chk.fsck script now mounts local file systems before exiting. This ensures that file systems
are mounted before chk.system runs, because it (and others) may need some of these file
systems (that is, the file systems under /srv).

This script now provides parallelism in fsck checking and recovers the external cache data.

443 chk.strtty

The chk.strtty script is a new script that arranges for automatic pushing of STREAMS modules
for TTY devices. The set of TTY devices initialized is controlled by the strtty ARG variable
in /etc/dgux.params.
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4.4.4 chk.system
The chk.system script now provides support for dketl(1M). setuname(1M). dg_sysctl(IM). and

automatic operator notification of reboots using the reboot notify START parameter. This
parameter is found in /etc/dgux.params.

445 config

The config(1M) command handles a new master file format that allows dynamically assigned
major device numbers and different levels of STREAMS concurrency.

44.6 cron
For DG/UX Release 5.4, some of the files associated with cron(1M) have moved to new
locations. Prior to release 5.4, all cron files were located in the directory /var/spool/cron. The
directories associated with cron and their contents for DG/UX Release 5.4 are as follows:
fetc/cron.d: cron.allow
cron.deny
at.allow
at.deny
queuedefs
fvar/cron:  log

Hvar/spool/cron:  atjobs/
crontabs/

letc/default:  cron
Note that the new file /etc/default/cron is used to set configurable options for cron. See the
cron(1M) man page for more information.
447 devnm

The devnm(1M) command now prepends '/dev" to the mount device name to correspond to
SVID-3. This affects scripts that might use this command.

448 df

The df(1M) command now supports the —g option in compliance with SVID. The —-g option
overrides other options. The —o0 and —V options are also supported.

The new —c flag instructs df to use Control Point Directory (CPD) limits when calculating
statistics.
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449 dg kill

This is a new command. It is a superset of sh’s built-in kill. The dg_kill(1) command accepts
command names in addition to process ids. You can use this feature to signal processes
without using ps pipelines to determine the pid of the process.

4410 dumptab

All dumptah(4) devices now have a default blocking factor of 16. Prior to DG/UX 5.4, the
devices used a blocking factor of 10.

New entries for WORM devices. and entries for "cartridge" and "reel". have also been added.

44.11 dump2

The dump2(1M) command now supports inclusion and exclusion lists. The -1 filename and
-E filename options specify the name of a file to read for inode numbers that will be included
or excluded from the dump. Note that these lists are used in addition to the date from
letc/dumpdates. By default, all inodes are in the include list and no inodes are in the exclude
list. This change involves a slight degradation of performance during initialization.

Several bugs have been fixed, including one which caused a SIGSEGV in an incorrect

semetl(2) call. Also fixed is a bug which affects directories whose size is almost a multiple of
512. The size of these directories is now determined correctly.

4.4.12 init

Support has been added to init(1M) for new run levels: ’i’, 5, and 6. Run level ’i’ is intended
for use as an installation-specific run level. Run level 5 brings the system down to the
firmware monitor. Run level 6 brings the system down and reboots it. See the init(1M) man
page for more information.

4.4.13 inittab

Lines have been added to the inittab(4) script for autocon and for chk.strtty. These
commands are described in this section. Lines have also been added for sae, which is the
controlling process for the Service Access Facility.

4.4.14 instaliman

This is a new command for managing system installation. The command presents a series of
steps that may be necessary for completing system installation, including setting up packages

and building and booting a custom kernel.

See the installman(1M) man page for a more information.
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4.4.15 oampkg

The 88open Consortium has adopted the AT&T System V Release 4 package installation
standard. These commands include pkgadd(1M), pkgask(1M). pkgchk(1), pkginfo(l). and
pkgrm(1M), for use by those installing packages. Additional commands. pkgmk(1).
pkgparam(1), pkgproto(1), and pkgtrans(1), may be used by package developers to create
packages.

The oampkg family of commands uses two device tables that are managed by the devmgmt
family of commands. These tables are /etc/device.tab and /etc/dgroup.tab. /etc/device.tab
contains attributes of devices and aliases for devices. For example. gtapeO is the alias name for
the character-special device /dev/rmt/0. <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>