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About this manual

IMPORTANT:

This manual explains some commonly performed system
administration tasks. Using Table 1, next, or the index, you can
identify tasks that apply to you. For example, after you install the
DG/UX system (manual Installing the DG/ UX™ System), this
manual will help you create virtual disks other than your system
disk, add user accounts and software packages, add OS clients, and
build and boot DG/UX kernels.

Information on configuring printers has been moved from this
manual to Installing and Configuring Printers on the DG/ UX™
System, Ordering Number 093-701132.

Information on configuring modems has been moved from this
manual to Managing Modems and UUCP on the DG /UX™ System,
Ordering Number 069-000698.

The information in this manual is presented in cookbook form to
help you perform tasks quickly and efficiently. For a conceptual
description of system administration duties, see Managing the
DG /UX™ System.

Although tasks are explained thoroughly, this manual assumes you
have experience as a system administrator of an operating system.

While detailed knowledge of UNIX® is not required, it is helpful to
know

The general file system layout of the UNIX operating system
How to use UNIX commands
How to use a shell and work within the UNIX directory structure

For background information on these topics, refer to Using the
DG /UX™ System.

Finding descriptions of common tasks

Table 1 lists common customizing tasks and explains where you can
find details on them.
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Finding descriptions of common tasks

Table 1

Finding Information on Starting and Running DG/UX

Task

Where to Find Details

Abnormal shutdown, handling

Managing the DG/UX™ System

Additional packages, installing

Customizing the DG/UX™ System, Chapter 6

Applications, user, executing

Managing the DG/UX™ System

Asynchronous lines, using

Customizing the DG/UX™ System, Chapter 5

Backing up files and disks

Managing the DG/UX™ System

Booting

See Startup

Clients, OS, planning and supporting

Customizing the DG/UX™ System, Chapters 2, 6, 7,
Managing the DG/UX™ System

Converting logical disks to virtual disks

Customizing the DG/UX™ System, Chapter 3

Defining terms

Customizing the DG/UX™ System, Chapter 1

Devices, naming see also Disks,
Tapes, Terminals, Asynchronous lines

Customizing the DG/UX™ System, Appendix B; see also
Disks, Tapes, Terminals, Asynchronous lines in this table

Disk-array storage systems
CLARIiON storage system

H.A.D.A. type 30-disk

014-series Disk-Array system manual supplied with the
storage system; Managing the DG/UX™ System

Installing and Configuring the High-Availability
Disk-Array Subsystem

Disks, virtual disks, logical disks
adding drives
checking (fsck)
file systems
virtual and logical disks
system disk
virtual disk

Customizing the DG/UX™ System, Chapters 9 and 10
Managing the DG/UX™ System

Customizing the DG/UX™ System, Chapter 3
Customizing the DG/UX™ System, Chapters 1 and 2
Installing the DG/UX™ System

Managing the the DG/UX™ System; Customizing the
DG/UX™ System, Chapters 1, 2, and 3

Errors, recovering from

Managing the DG/UX™ System

Failover, disk 014-series Disk-array storage system manual; Managing
the DG/UX™ System; Achieving High Availability with
the DG/UX™ System.

File systems Customizing the DG/UX™ System, Chapter 3

High availability features

The CLARIiON 2000 Series Storage System with the
DG/UX™ Operating System; Achieving High Availability
DG/UX™ System; Managing the DG/UX™ System

Installing software
DG/UX

Additional packages

Installing the DG/UX™ System; Managing the DG/UX™
System

Customizing the DG/UX™ System, Chapter 6

Kernel, creating

Customizing the DG/UX™ System, Chapter 10;
Managing the DG/UX™ System

Log file, system

Managing the DG/UX™ System

Logical disks

See virtual disks.

Continued
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Finding descriptions of common tasks

Task

Where to Find Details

Login

Customizing the DG/UX™ System, Chapter 11; Using
the DG/UX System

Management decisions

Managing the DG/UX™ System; Customizing the
DG/UX™ System, Chapter 2

Memory management

Analyzing DG/UX™ System Performance

Modems Managing Modems and UUCP on the DG/UX™ System
Networks Managing TCP/IP on the DG/UX™  System
Performance Analyzing DG/UX™ System Performance; Customizing
the DG/UX™ System, Chapter 2; Managing the
DG/UX™ System
Planning xxx See the topic xxx.
Printers Installing and Configuring Printers on the DG/UX™
System
Releases of DG/UX
primary Installing the DG/UX™ System; Managing the DG/UX™
System
secondary Customizing the DG/UX™ System, Chapter 2, 3, 7, 8
SCM system 014-series SCM hardware manual
Security features Managing the DG/UX™ System; see also “Related
documents” later in this preface.
Server, OS Customizing the DG/UX™ System, Chapter 6, Managing

the DG/UX™ System

Shell commands (operator)

Using the DG/UX System; Customizing the DG/UX™
System, Appendix A

Shutdown

Customizing the DG/UX™ System, Chapter 11

Startup (booting)

Customizing the DG/UX™ System, Chapter 11; Installing
the DG/UX™ System; Managing the DG/UX™ System

Tape drives, adding

Customizing the DG/UX™ System, Chapters 9 and 10

Terminals Customizing the DG/UX™ System, Chapter 5,
Appendixes C and E
Terminology Customizing the DG/UX™ System, Chapter 1
User
accounts Customizing the DG/UX™ System, Chapter 4; Managing
the DG/UX™ System
login Customizing the DG/UX™ Systemn, Chapter 11
Virtual disks Customizing the DG/UX™ System, Chapters 2, 3, and 9;
Managing the DG/UX™ System
X Terminals Customizing the DG/UX™ System, Chapter 6;
Managing the DG/UX™ System
Worksheets Installing the DG/UX™ System; Customizing the
DG/UX™ System, Chapters 2, 5, 6, Appendix D;
014-series disk-array system manual supplied with
storage system
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How this manual is organized

How this manual is organized

This section lists the parts of this manual and their content.

Chapter 1

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Chapter 8

Chapter 9

Chapter 10

Preparing to customize the DG/UX system
Defines terms, summarizes differences between this
DG/UX release and the previous one, outlines the
role of the system administrator, and introduces the
System Administration utility (sysadm) used for
customizing.

Planning your disk storage

Helps you understand your physical disk resources
and plan your virtual disks and file systems for
DG/UX software and your applications.

Creating virtual disks and file systems
Shows how to create the virtual disks and file
systems you planned in Chapter 2.

Adding user accounts
Provides instructions for creating accounts (home
directories and login privileges) for each user.

Adding terminals
Explains setting up terminals to operate in the
DG/UX environment.

Loading and setting up additional packages
Outlines the procedures of loading and setting up
software packages other than DG/UX that you
obtained from Data General or a third-party vendor.

Adding OS clients and X terminals

Helps you link an OS server to OS clients (systems
that rely on the server for operating system services
and disk storage).

Adding secondary operating system releases
Shows how to set up a second, different release of
the DG/UX or non-Data General UNIX® operating

system.

Adding mass storage devices

Provides instructions for adding physical devices,
such as Winchester, CD-ROM, magneto-optical,
diskette, and tape drives.

Building kernels

Explains when and how to build a new kernel (the
basis of the DG/UX operating system) to reflect your
hardware and software configuration.
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Related documents

Chapter 11 Booting and logging in to the DG/UX system
Provides different methods for booting the system
following a system panic or failure. Also describes
how to log in and shut down.

Appendix A  Basic DG/UX system concepts and commands
For system administrators new to a UNIX system,
provides an overview of the shell environment,
directory structure, viewing and editing files, and
manual pages.

Appendix B Naming DG/UX I/O devices
Explains the DG/UX device naming format used to
identify standard and nonstandard devices.

Appendix C  Using Data General terminals on the DG/UX
system
Presents guidelines for making your Data General
terminals operational in a DG/UX environment.

Appendix D  Worksheets
Contains extra copies of the worksheets you
completed in previous chapters.

Appendix E  Localizing your system
Describes how to tailor your DG/UX system to a
specific locale with a specific character set.

Related documents

Refer to the following documents for details on features presented
in this manual. You can order any of these manuals from Data
General by mail or telephone, as shown on the TIPS Order Form in
the back of the manual.

® Using AViiON® Diagnostics and the AV/Alert™ Diagnostic Support,
Ordering Number: 014-002183

Explains how to start and run AViiON diagnostics to detect and test
computer peripherals, and explains using the AV/Alert remote
diagnostic features.

® Learning the UNIX® Operating System, Ordering Number:
069-701042

Helps beginners learn UNIX fundamentals using step-by-step
tutorials. Published by O’Reilly and Associates.

® Using the DG /UX™ System, Ordering Number: 069-701035

Describes the DG/UX system and its major features, including the
C and Bourne shells, common user commands, file system, and
communications facilities such as mailx.
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Related documents

® Using the DG /UX™ Editors, Ordering Number: 069-701036

Describes the text editors vi and ed, the batch editor sed, and the
command line editor editread.

® The Kornshell Command and Programming Language, Ordering
Number: 093-701105

Provides a tutorial to the Kornshell command language and
interface, and explains how to create scripts.

® Installing the DG/UX™ System, Ordering Number: 093-701087

Describes how to install the DG/UX operating system on AViiON
hardware.

® Managing the DG/UX™ System, Ordering Number: 093-701088

Discusses the concepts and tasks related to DG/UX system
management, providing general orientation to the administrator’s
job as well as instructions for managing disk resources, user
profiles, files systems, tape drives, and other features of the system.

® Installing and Configuring Printers on the DG/ UX™ System,
Ordering Number: 093-701132

Explains how to install, configure and manage printers.

® Managing Modems and UUCP on the DG/ UX™ System, Ordering
Number: 069-000698

Describes setting up a modem that is Hayes SmartModem™
compatible.

® Achieving High Availability on AViiON® Systems, Ordering
Number: 093-701133

Describes the hardware and software components that go into
highly available AViiON systems, and includes examples of how to
set up and run these high-availability systems.

® Analyzing DG/UX™ System Performance, Ordering Number:
093-701129

Tells how to analyze DG/UX system performance and fine-tune a
system. Explains how the DG/UX system uses CPUs, virtual
memory, file systems, and I/O devices.

® X Window System™ User’s Guide, OSF [ Motif™ Edition, Ordering
Number: 069-100229

Describes window concepts, the application programs (clients)
commonly distributed with the X Window system, and how you can
expect programs to operate with the OSF/Motif interface.
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Related documents

® Managing ONC™ |NFS® and Its Facilities on the DG/UX™
System, Ordering Number: 093-701049

Explains how to manage and use the DG/UX ONC™/NFS® product.
Contains information on the Network File System (NFS), the
Network Information Service (NIS), Remote Procedure Calls (RPC),
and External Data Representation (XDR).

® Managing TCP/IP on the DG/UX™ System, Ordering Number:
093-701051

Explains how to prepare for the installation of Data General’s
TCP/IP (DG/UX) package on AViiON computer systems. Tells how
to tailor the software for your site, and use sysadm to manage the
package and troubleshoot system problems.

® The CLARiiON™ 2000 Series Disk-Array Storage System with the
DG/UX™ Operating System, Ordering Number: 014-002168

Explains the different storage system configurations, disk
configurations, and routine operation of Data General’s compact,
high capacity, high availability disk-array storage system with the
DG/UX system. This manual is packaged with the disk array
hardware and licensed internal code.

® Legato NetWorker User’s Guide, Ordering Number: 069-100496

Explains how to use the NetWorker file backup software from a
Networker client.

® Legato NetWorker Administrator’s Guide, Ordering Number:
069-100495

Explains the setup and maintenance procedures for the NetWorker
backup software, including the NetWorker server, its clients, and
backup devices.

® Programmer’s Guide: STREAMS, Ordering Number: 093-701106

Describes the STREAMS interface facility and how to use it. The
STREAMS facility provides special queuing, messaging and
buffering functions that simplify addition and deletion of modules of
code. For information on how STREAMS works in the DG/UX
system and descriptions of important kernel-level utility routines,
see Programming in the DG /UX™ Kernel Environment
(093-701083).

Trusted systems manuals

If you have a trusted version of the DG/UX system, you also have
the following manuals.

093-701101-04 Licensed Material — Property of Data General Corporation 1X



Related documents

Security Features User’s Guide for the C2 Trusted DG /UX System,
Ordering Number: 093-701108 or,

Security Features User’s Guide for the B1 Trusted DG /UX System,
Ordering Number: 093-701112

For users, describes using the security features specific to C2 and
B1 trusted systems, respectively.

Trusted Facility Manual for the C2 Trusted DG | UX System,
Ordering Number: 093-701110 or,

Trusted Facility Manual for the B1 Trusted DG /UX System,
Ordering Number: 093-7011154

For administrators, describes using the security features specific to
C2 and B1 trusted systems, respectively.

Audit System Administrator’s Guide for the C2 Trusted DG/ UX
System, Ordering Number: 093-701111 or,

Audit System Administrator’s Guide for the B1 Trusted DG/ UX
System, Ordering Number: 093-701115

Describes using the audit features in C2 and B1 trusted systems,
respectively.
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Reader, please note

Reader, please note

This manuals uses certain typefaces and symbols as follows.

Typeface/Symbol Means

boldface In command lines and command format lines:
Indicates text and punctuation that you type
verbatim from your keyboard.

typewriter Represents a system response on your screen.
Command format lines also use this font.

italic In command format lines: Represents
variables for which you supply values; for
example, the names of your directories and
files, your username and password, and
possible arguments to commands.

[optional]l In command format lines: These brackets
surround an optional argument. Don’t type
the brackets; they only set off what is optional.
The brackets are in regular type and have a
different meaning from the boldface brackets
shown next.

[ 1 In command format lines: Indicates literal
brackets that you should type. These brackets
are in boldface type and should not be
confused with the regular type brackets shown
above.

The ellipsis means you can repeat the
preceding argument as many times as desired.

$, % and # The $ is the Bourne and Korn shell prompt;
the % is the C shell prompt; and # is the
superuser prompt for all three shells.

) Represents the New Line key. If your terminal
keyboard has no New Line key, press the
Enter or Return key.

<> Angle brackets distinguish a command

sequence or keystroke (such as <Ctrl-D>,
<Esc>, and <3dw>) from surrounding text.

xxx-> yyy-> zzz This indicates a series of menu selections. For
example, Device -> Disk -> Physical
means select Device, Disk, and then Physical.
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Contacting Data General

Contacting Data General

Manuals

Data General wants to assist you in any way it can to help you use
its products. Please feel free to contact the company as outlined
below.

If you require additional manuals, please use the enclosed TIPS
order form (United States only) or contact your local Data General
sales representative.

Telephone assistance

If you are unable to solve a problem using any manual you received
with your system, free telephone assistance is available with your
hardware warranty and with most Data General software service
options. If you are within the United States or Canada, contact the
Data General Customer Support Center (CSC) by calling
1-800-DG-HELPS. Lines are open from 8:00 a.m. to 5:00 p.m., your
time, Monday through Friday. The center will put you in touch with
a member of Data General’s telephone assistance staff who can
answer your questions.

For telephone assistance outside the United States or Canada, ask
your Data General sales representative for the appropriate
telephone number.

Joining our users group

Please consider joining the largest independent organization of
Data General users, the North American Data General Users
Group (NADGUG). In addition to making valuable contacts,
members receive FOCUS monthly magazine, a conference discount,
access to the Software Library and Electronic Bulletin Board, an
annual Member Directory, Regional and Special Interest Groups,
and much more. For more information about membership in the
North American Data General Users Group, call 1-800-253-3902 or
1-508-443-3330.

End of Preface
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1 Preparing to customize the
DG/UX system

This chapter defines some terms, summarizes the differences
between this DG/UX release and the previous one, defines some I
system administrator tasks, and explains running the sysadm

utility. Major sections proceed as follows.

® Terms and concepts

® Changes with DG/UX 5.4 Release 3.00
® The role of system administrator

® Using the sysadm utility

® Where to go next

DG/UX 5.4 Release 3.00 introduces the new virtual disk
management (VDM) technology, which lets system administrators
to manipulate disk storage space with the data on-line and in use.
The most important new feature that VDM offers is high
availability. You can do almost all disk management operations
on-line, providing users and applications uninterrupted access to
data. Such operations include moving partitions from one physical
disk to another and creating or removing software mirrors. You do
not have to shut down applications to perform these tasks, nor do
you need to schedule them during times when there are no users on
the system.

If you already have DG/UX 5.4 Release 3.00 up and running and
you are comfortable with your knowledge of its terms and features,
skip this chapter and go directly to the chapter you need. The
Preface, “About this manual,” includes a task-oriented table that
shows where you can find information on common DG/UX
administrative tasks. The Preface also lists the chapters and
appendixes and their content.

For background information on basic DG/UX system concepts and
commands, see the manuals named in the Preface or Appendix A.

Terms and concepts

To understand this manual and customize your DG/UX system
effectively, you need to understand the following terms, many of
which are new with DG/UX 5.4 Release 3.00.

aggregation Combination of virtual disks of any type to
form a higher level virtual disk whose size is
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Terms and concepts

compatibility mode

directory structure

disk drive

failover

file system

the sum of its constituent disks. An
aggregation is the OSM equivalent of the
LDM multipiece logical disk.

The way a DG/UX system running virtual
disks lets you access a logical disk. When
you upgrade from a release earlier than
DG/UX 5.4 Release 3.00, sysadm offers to
convert all your physical disks to the new
format. If you tell sysadm to not convert a
disk, DG/UX will register it in compatibility
mode; this lets you read from and write to
the logical disk (if it is writable) without
applying any new DG/UX 5.4 Release 3.00
features to it.

Arrangement of hierarchically structured
file systems. The DG/UX directory structure
base is the root directory, pathname /.
Directories within the root include usr, bin,
and opt, with pathnames /usr, /bin, and
/opt.

Hardware medium used for storing data
whose capacity is measured in megabytes
(Mbytes) or gigabytes (Gbytes), and is
identified by a model number and a DG/UX
device name. Disk drive types include hard
disk (usually mounted in a computer
cabinet, combined storage subsystem — CSS
— or disk-array storage system),
magneto-optical disk, CD-ROM (compact
disk-read-only memory), WORM (write-once
read-many) optical disk, and diskette. Only
hard disk and CD-ROM drives are bootable.

The act of transfer from a failed hardware
component to a working component.
Failover pertains primarily to disk drives in
a disk-array storage system, although it can
also apply to tape drives on a shared SCSI
bus.

A directory structure located on a virtual
disk. The file system contains information
that the operating system requires to keep
track of files and directories on the disk.
Using sysadm, you create a file system on a
virtual disk; then you add the file system,
which makes it available to the DG/UX
system and appends its name to the
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Terms and concepts

/etc/fstab file, allowing it to be mounted
automatically at future system startups.
See also mount point.

LDM (logical disk The predecessor to OSM (on-line storage
management) management). LDM uses logical disks
instead of OSM’s virtual disks.

logical disk A span of disk space that you software
format via sysadm so the DG/UX system
can use it: it is analogous to the DG/UX 5.4
Release 3.00 virtual disk.

You can use a logical disk with a DG/UX
system that uses virtual disks, but only in
limited ways (compatibility mode).

logical unit number  Logical unit number, a hexadecimal number

(LUN) that helps identify a physical disk. With a
disk-array storage system, the LUN
becomes part of the disk device name;
generally, with other disks, the LUN is not
important. For example, in the disk-array
storage system disk drive device name
sd(dgsc(0),0,3), the 3 is the LUN. In this
manual, the term disk drive means the
same thing as physical disk and logical unit.

mirroring Maintenance of one or more copies of a
virtual disk to provide continuous access if
the original virtual disk becomes
inaccessible. Each copy is called an image.
The system and user applications continue
running on the good image without
interruption.

There are two kinds of mirroring, software
and hardware. With software mirroring, the
operating system synchronizes the images.
You can implement software mirroring with
any group of disks; doing so is described in
this manual. With hardware mirroring, the
disk controller hardware synchronizes the
disk images. If you have a disk-array
storage system, you can implement
hardware mirroring by binding disk
modules as a RAID-1 mirrored pair.
Binding is described in the disk-array
storage system manual named in the
Preface, “About this manual.”
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mount point

OSM (on-line storage
management)

partition

physical disk

primary release

RAID

registration

striping (disk)

Placement of a file system within the
DG/UX directory structure. Mounting a file
system attaches it to a directory and makes
it accessible to users. At startup, the
DG/UX system automatically mounts all file
systems noted in the file system table file,
/etc/fstab.

A software technology that lets you access
and modify software virtual disks on
physical disks that are on line and in use.
OSM is not available with DG/UX releases
before 5.4 Release 3.00.

The DG/UX 5.4 Release 3.00 analog to
logical disk piece: a contiguous span of disk
space that you allocate on a virtual disk
using sysadm. A disk can have one or more
partitions.

The magnetic media in a disk drive, or for a
disk-array storage system, one or more disk
drives bound together. Using sysadm, you
format a physical disk and create one or
more virtual disks (DG/UX 5.4 Release 3.00
and after) or logical disks (before DG/UX 5.4
Release 3.00) on it.

The release of the DG/UX system that runs
routinely. On a server system, you can also
install one or more secondary releases for

client systems that need a different release.

Redundant array of inexpensive disks. A
technology that groups individual disks into
one drive to improve performance and/or
reliability. Applies to disks in disk array
storage systems, which can be combined
(bound) in RAID levels 0, 1, 3, or 5.

The identification of a physical disk to the
DG/UX operating system with the sysadm
utility. You can register the disk when you
software format it. At startup, the
operating system automatically registers
each disk built into its kernel, unless the
disk is already registered by another host.

The arrangement of information in
round-robin fashion on physical disks such
that reads and writes can occur with
multiple disk drives simultaneously and

1-4
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secondary release

sysadm utility

virtual disk

volume

independently. By allowing multiple sets of
read/write heads to work on the same task
at once, disk striping can enhance
performance.

There are two kinds of disk striping,
software and hardware. You can implement
software striping with any group of disks;
doing so is described in this manual. With a
disk-array storage system, you can
implement hardware disk striping by
binding disk modules as a RAID group.
Binding is described in the disk-array
storage system manual named in the
Preface, “About this manual.”

See primary release.

A utility program supplied with the DG/UX
operating system. Sysadm runs as either a
menu-driven or window-based program, as
explained later in this chapter. There is a
version you can run from DG/UX and a
stand-alone version (path
/usr/stand/sysadm). Sysadm lets you
perform system administration tasks such
as software formatting disks, creating
virtual disks, creating file systems, and
building operating system kernels.

A span of disk space that you software
format using sysadm so the DG/UX system
can use it. (This is the DG/UX 5.4 Release
3.00 analog to the logical disk.) A virtual
disk can occupy part of or all of one or more
physical disks. A virtual disk can be of one
of the following types: aggregation, cache,
mirror, partition. You can create a file
system on each virtual disk. You can name
a virtual disk using DG/UX file naming
conventions.

A virtual disk’s device filename in the device
directory (form /dev/dsk/virtual-disk-name).
If the volume contains a file system, you can
mount it.

093-701101-04 Licensed Material — Property of Data General Corporation 1-5



Changes with DG/UX 5.4 Release 3.00

Changes with DG/UX 5.4 Release 3.00

IMPORTANT:

This section summarizes the major user visible changes between
DG/UX 5.4 Releases 2.10/2.01 and 3.00. (2.10 and 2.01 work
virtually the same way; they differ in that 2.10 is designed for
specific types of AViiON computers.) This section may interest you
if you are running an earlier release and contemplate installing the
later one.

The virtual disk, in name, concept, and disk format, replaces the
logical disk. Virtual disks use a different disk format from logical
disks. Essentially they are a more flexible type of logical disk. You
can change the size and configuration of a virtual disk while the
disk is mounted and in use, which you cannot do with a logical disk.

For most disks, upgrading from the logical disk format to the
virtual disk format is easy. When you upgrade from a release
earlier than DG/UX 5.4 Release 3.00, sysadm offers to convert all
your physical disks to virtual disk format. If you tell sysadm not to
convert a disk, the DG/UX system will use it in compatibility mode;
this lets you read from and write to the physical disk (if it is
writable) without using any new DG/UX 5.4 Release 3.00 features
with it.

When you install DG/UX 5.4 Release 3.00, you convert your system
disk to virtual disk (VDM) format. After a physical disk is
converted to virtual disk format, you can revert to logical disk
format easily provided you have not created any special virtual disk
structures on the physical disk. To convert a physical disk that has
virtual disk structures or that was created as a virtual disk, you
must dump its files (if any), reformat in the logical disk format, and
then reload the files.

DG/UX 5.4 Release 3.00 includes a new stand-alone sysadm utility
in addition to the familiar stand-among sysadm. The stand-alone
sysadm pathname is /usr/stand/sysadm,; there are shell
commands you can issue directly to this new sysadm for disk
repair, among other tasks. The two sysadms include all functions
of the diskman utility; Data General no longer ships diskman
with the DG/UX software.

DG/UX 5.4 Release 3.00 now supports systems that have two VME
buses (channels). To distinguish the parent channel VME channel
of a VME controller from other channels, DG/UX allows a channel
name (vime(0) or vine(1)) as the optional first parameter in the
device name. For example, syac(vme(1),4) refers to the fifth
standard syac device attached to the second VME channel
controller. All the following DG/UX VME devices allow (but do not
require) the parent VME to be specified as their first parameter.
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For compatibility with systems that do not use multiple VME
channels, we made the vme() device name and trailing comma
optional; if you omit it, the system will assume “vme(0),”.
Therefore, the device name sd(dgsc(vme(0),2),3,1) is functionally
the same as sd(dgsc(2),3,1). The DG/UX device sizer probedev
automatically generates entries in the system configuration file for
VME channels.

For the most recent information on differences between releases, see
the product release notice (085-series) supplied with the software.

The role of system administrator

The system administrator is responsible for the normal operation of
a DG/UX system configuration. Typical duties include

Monitoring a successful system boot (startup)
Customizing the system for new hardware and software
Backing up the system

Tuning the system for improved efficiency

Verifying file security

Checking file system size

Customizing tasks occur over the lifetime of a system, from
installation to any time you redefine some aspect of the
configuration. For a system to reach full productivity, you may add
virtual disks and file systems, user accounts, operating system
clients (OS clients), I/O devices, additional software packages, and
build new kernels. You gain access to the System Administration
(sysadm) utility by logging in as sysadm, and then running
sysadm. Using sysadm, you customize the DG/UX system
environment to suit your particular needs. For more details on an
administrator’s duties, see Managing the DG /UX™ System.

If your configuration includes OS clients, the OS server
administrator executes sysadm to build OS client first-time
kernels, after which the administrator of each OS client must boot
the kernel at the computer used as an OS client. OS client
administrators can then use sysadm for continued customization.

If your configuration requires a network connection, NIS file
service, or X Window System™ service, you will have to contact
administrators of those facilities to complete customization.
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Using sysadm

The DG/UX system restricts certain administrative commands and
operations to the superuser. As superuser, you can also override
and change any file permissions on the system. The DG/UX system
has two superuser logins by default: root and sysadm.

You should use the sysadm rather than the root profile when
performing administrative tasks because, unlike the root profile,
the sysadm profile has the /admin directory as its home directory.
The admin directory is a safe place for you to create files as
superuser. The root (/) directory, which is the home directory of the
root profile, is not a good place to create such files.

To become superuser, you may either log in as the superuser or, if
already logged in as a normal user, you may use the su command.
Either way, you must know the password of one of the superuser
profiles. To become sysadm after login, enter

% su sysadm )

The su command prompts for the sysadm password. If you have not
assigned passwords to the sysadm and root profiles, do so now
otherwise, any user may log in as the superuser. You can assign
passwords to these profiles with the passwd command; for example,

# passwd root )
or
# passwd sysadm )

Using sysadm

You will use the sysadm utility, which offers a menu-based interface,
to administer your system. Three interfaces are available:

® Graphical
o ASCII terminal menu
® Shell command line

The graphical interface is available only if the X Window System
package is installed and you are using a graphical computer
system. Users of graphical computer systems and ASCII terminals
can also access both the ASCII terminal menu interface and the
shell command line. You may choose to use the shell if you are
already familiar with sysadm and wish to bypass it.

Using the graphical interface

Regardless of the interface you’re using, you can simply type
sysadm at the superuser prompt (#) and the appropriate interface
is invoked automatically. Or you can type xsysadm for the
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graphical interface. Figure 1-1 shows the top level sysadm menu
as it appears in the graphical interface.

File System  System  Client

Figure 1-1  Sysadm Main Menu in the Graphical Interface

To navigate the graphical interface using the mouse, move the
pointer to the desired menu and select the menu by clicking the
mouse’s select button (typically the left button). Continue this way,
selecting the desired menus until you reach an operation you want
to perform. With the mouse, select the operation to start it.
Optionally, you may drag the mouse across menus: press and hold
the select button while moving the mouse across the desired
selections. Releasing the select button when an operation is
highlighted begins the operation.

After you select your option, sysadm presents a form when it needs
more information to complete an operation. A form contains
prompts that you may answer in any order. Some prompts appear
next to a small square, a button that you click to alternate between
“yes” (on and shaded dark) and “no” (off and shaded light). Some
prompts require text input. To type text, first click on the desired
box or press the Tab key to cycle through the boxes until you get the
desired one. When the box is highlighted, you can type text. Do not
press Enter to advance to the next box; instead, move the cursor to
the desired box and click or press the Tab key. Pressing Enter has
the same effect as using the Next or OK button at the bottom of the
form to conclude the entire form. Pressing Enter prematurely
executes the entire form before you have completed your text entry.

Some prompts let you select one or more values from a list. Click on
the desired entry. If the list is too long to display completely on the
screen, the operation displays the first part of the list in a box that
has a scroll bar along the right side. To scroll through the list, use
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your mouse to drag the scroll bar up and down. When you see the
value that you want in the list, click on it. For some prompts, you
enter a numerical value by typing a response in a box or by using
your mouse to drag an indicator along a horizontal scale.

After answering the form’s prompts, proceed by pressing Enter or by
selecting OK or Next. If you choose not to perform the operation,
select Cancel. Select Reset to restore the default responses.

Sysadm provides on-line help in several ways. Clicking at the
main menu, you see help on four subjects: sysadm, the interface,
the sysadm version, and other help options.

In addition, each sysadm menu and operation has a corresponding
help message. Click on the desired menu choice or operation (a dark
border surrounds it) and then press F1 (function key 1) to view the
help message. The help message itself is easily recognized by the
appearance of an “i” (for “information”) to the left of the message.

To get help about an operation already in progress, click on Help at
the bottom right of its form.

To get help about a specific prompt within a form, click on the
prompt or press the Tab key to cycle through the prompts until you
get the desired one. Then press F1 for help.

Using the ASCII terminal interface

Type sysadm at the superuser prompt (#) to invoke the appropriate
interface. Or enter asysadm for the ASCII terminal interface.
Figure 1-2 shows sysadm Main Menu as it appears in the ASCII

P o wooJo Ul W

[

//"7

Session -> Manage this sysadm session
File System -> Manage file systems

System ->
Client ->
Device ->

Logging -> Manage system and network logging
Networking -> Manage the network

User -> Manage users and groups

Software -> Manage software packages
Availability -> Manage high availability features
Help -> Get help on sysadm and its queries

Enter a number, a name, ? or <number>? for help, <NL> to redisplay menu,

\2i-f¥%o quit: 3 AA"’/

interface.

Main Menu

Manage DG/UX system databases
Manage 0OS and X terminal clients
Manage devices and device queues

Figure 1-2 Sysadm Main Menu in the ASCII Interface
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To navigate the ASCII terminal interface, type the desired menu
selection number, and then press the Enter key. (Always end your
entry by pressing Enter.) You may select your choice by typing its
name (or as many letters as are necessary to make your selection
unique). To return to the preceding menu, press the caret key (*).
You may exit sysadm by pressing the q key (you are asked to
confirm the request).

Table 1-1 presents a summary of the methods for making ASCII
sysadm menu choices.

Table 1-1 Making ASCII sysadm Menu Choices
User Input Description
number Choose menu item by entering number.
name Choose menu item by entering full name of menu item,
such as Session, or a string fragment that uniquely
identifies the menu item such as Ses or ses for
Session. The string is not case-sensitive.
names-separated-by | Specify menu traversals by using multiple menu
- colons names, with the names separated by colons. Again, the
case of characters is not significant. For example,
Software:Package:Install or So:Pack:In.
? Print help message, then redisplay menu prompt.
number? Print help message for a particular menu item, then
redisplay menu prompt.
q Exit from sysadm from any menu.
New Line/Enter key | Redisplay menu.
Aor .. Return to the next higher menu.
When an operation presents a query, a default response often
appears within brackets. For example, [yes] indicates an
affirmative response if you press Enter.

IMPORTANT: When only a predetermined set of responses is appropriate, use the
? key to display all your choices. You may then select your choice by
number or by a unique string.

After you select an operation and enter any information that it
requires, sysadm either performs the action immediately or asks
for confirmation before performing a potentially destructive action.
Examples of destructive actions include deleting an OS client or a
release area.
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Sysadm provides on-line help in several ways. At the main menu,
the Help menu offers information on: sysadm, the interface, the
sysadm version, and help itself.

In addition to the Main Menu help option, each menu and operation
in sysadm has a help message. Enter ? to get help about the
current menu, or enter a menu selection number followed by the ?
key to get information about a particular selection. You may also
use ? to get help and syntax information from any query.

Using the shell command line to bypass menus

You can bypass the menu interfaces altogether by invoking
sysadm directly from the command line, supplying the menu
selections in this form:

sysadm -m menu-name(s)

where -m selects the menu name.

You specify menu names using colon-separated lists of strings that
are not case-sensitive (see Table 1-1 for definitions). For example,

# sysadm -m file:local )
# sysadm -m fil )

Both commands perform the same operation: they start sysadm at
the Local Filesystem menu. The second example shows the
operation names abbreviated to the shortest unique strings.

Conventions used in sysadm menus

This manual uses a generic pathway you follow through the
sysadm menus, regardless of the interface you use. For example,
to build an automatically configured kernel, start at the sysadm
Main Menu and follow this path:

System -> Kernel -> Auto Configure

The names System and Kernel appear on the menu. The arrow
(->) indicates the next menu choice.

Figure 1-3 shows the Kernel Menu in the graphical interface.
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Session  File System | System | Client Device MNetworking User Software Help

System Activity & E
Accounting B

Process B

Security B

Kernel P Auto Configure...

Parameters & Build...

Language & Reboot..

Date &

-«
Build kernel automatically
Figure 1-3  Graphical Kernel Menu
Figure 1—4 shows the Kernel Menu as it appears in the ASCII
terminal menu interface.
Kernel Menu
1 Auto Configure ... Build kernel automatically
2 Build ... Build custom kernel
3 Reboot ... Reboot kernel

Enter a number, a name, ? or <number>? for help, <NL> to redisplay
menu,” to return to previous menu, Oor g to quit:

Figure 1-4  ASCII Interface Kernel Menu

Using the graphical interface to select the Auto Configure operation
from the Kernel Menu, click on these choices:
System -> Kernel -> Auto Configure

Using the ASCII terminal menu interface to select the Auto
Configure operation from the Kernel Menu, supply an entry to the
following prompt:

Enter a number, a name, ? or <number>? for help, or
g to quit: System:Kernel:Auto)

Alternatively, you could choose to enter the desired string or
number at each menu level.
# sysadm -m System:Kernel:Auto )

For each of the three menus, at the conclusion of the menu
traversal, you answer prompts to perform the desired operation.
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Returning to the shell

During a sysadm session, you can easily return to the shell
(Bourne, C, or Korn). How you return depends on whether you are
using the graphical or the ASCII terminal sysadm.

From graphical sysadm, the shell runs as a background job and
occupies a separate window. To return to the shell, simply move the
mouse back to the shell prompt in the shell window. To return to
sysadm, move the cursor back to the sysadm window.

From an ASCII-based sysadm prompt, escape to the shell by
executing the appropriate shell escape command. An example of a
C shell escape follows:

Enter a number, a name, ? or <number>? for help, or
q to quit: lesh)

Use Ish for a Bourne shell escape and !ksh for a Korn shell escape.
Return to ASCII sysadm by typing

% exit )

Where to go next

Generally, we suggest you continue to Chapter 2, “Planning your
disk storage.” This chapter explains gathering information that
will be useful as you customize your system.

If you already have DG/UX up and running and know what you
want to do, skip directly to the chapter you need.

The Preface, “About this manual,” includes a task-oriented table
that shows where you can find information on common DG/UX
administrative tasks.

End of Chapter

1-14
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2 Planning your disk storage

This chapter helps you plan your disk storage. Proper planning can
prevent a lot of time-consuming rebuilding.

Mayjor sections proceed as follows.

® Assessing your storage needs: software packages, work areas, and
data

® About the planning worksheets

® About virtual disks

® Planning virtual disks and file systems

® Assessing disk capacity

® Mapping virtual disks to disk drives

® Deciding where to mount file systems

® Completing the virtual disk planning worksheets

® Where to go next

Assessing your storage needs

Ask yourself these questions:

® What are my software and work area size requirements?
® Do they require virtual disks and corresponding file systems?

® Assuming virtual disks and file systems are needed, how much
space does each software package or work area require?

® What do I name the virtual disks?
® What disk drives do I have and how much space do they provide?

® How do I map virtual disks to disk drives? That is, do I want to
create contiguous virtual disks (partitions), aggregations of virtual
disks, software mirror virtual disks, software striped virtual disks,
cache virtual disks, or combinations of the above?

® Where should I mount the file systems in the DG/UX directory
structure?

About the planning worksheets

The planning worksheets contain tables that you complete to
identify the names of virtual disks, sizes, possible types, and mount
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points in the DG/UX directory structure. Time you spend here will
speed up the customizing process. The planning worksheets are
shown in Figures 2-5 through 2-9 (near the end of this chapter).

If you know how to customize the DG/UX system or another UNIX
operating system, you may prefer to skip directly to the worksheets
in Figures 2-5 through 2-9.

About virtual disks

This section explains when to create virtual disks, file system
overhead, virtual disk names, and viewing virtual disk layout.

When to create virtual disks

The most common type of disk drive is a hard disk on which you
create one or more virtual disks to contain file systems. If you have
non-volatile RAM (NVRAM) memory that you want to use as a
software cache, you must create a virtual disk on it. However, you
do not need to create a virtual disk for other devices. Some devices
on which you would not create virtual disks are

a CD-ROM/magneto-optical disk
a diskette

a memory file system (a diskless file system reserved for file storage
in the computer’s main memory)

You can add file systems for these devices as explained in Chapter 3.

File system overhead

To accommodate a file system that is readable and writable, if you
want a comfortable cushion for the superuser to use for reading and
writing, add 10 percent to the virtual disk’s size as overhead. If you
don’t want a cushion for the superuser, add nothing for overhead.
For a read-only virtual disk, add nothing for overhead.

For example, the release notice for a software package recommends
100 Mbytes of space. You might add a 10 percent cushion to derive
its size in disk blocks as follows:

100 + 10% overhead = virtual disk (readable and writable) size

100 + (100 * .1) = 110 Mbytes = 239,616 blocks (blocks = Mbytes
* 1,048,576 / 512)

Some virtual disks (like those for swap areas and some database
management systems) do not require a file system, in which case
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there is no overhead for the superuser. Read your software
application’s release notice for details.

Naming virtual disks

Virtual disk names are filenames of as many as 31 characters,
including alphabetic characters, numbers, period (.), hyphen (-), and
underscore ( _ ).

You may want to adopt a naming scheme that identifies the mount
point of the file system that will be created on the virtual disk.

(The mount point identifies a location in the DG/UX file system for
placing the virtual disk’s file system.) For example, the virtual disk
name usr_opt_X11 implies the mount point for its contents,
/usr/opt/X11.

Viewing a disk drive’s layout

You can determine remaining disk drive resources as you create
virtual disks by displaying the drive’s layout periodically. Follow
this path through sysadm to display a drive’s layout:

Device — Disk — Physical — List

and then specify additional options as sysadm asks for them.
Listing disks is very helpful when you want to create more than one
virtual disk on the same disk drive. You can also check the space
occupied by a virtual disk or verify the layout of a removable
medium in a given drive.

Figure 2-1 shows a sample listing for a system disk obtained by the
following sysadm sequence.

Device -> Disk -> Physical -> List
Physical disk(s): sd(nesc(0,7),0,0) 3
Listing style: partitions

List label: [no]

093-701101-04 Licensed Material — Property of Data General Corporation 2-3



About virtual disks

—

Disk name State Reg? Format Total blocks Free blocks
1 sd(ncsc(0,7),0,0) avail y vdisks 1295922 22768
|
% Name Role Address Size
| swap 859 100000
i root 100859 80000
| usr 180859 300000
usr_opt_X11 480859 200000
usr_opt_networker 680859 50000
udd 730859 300000
usr_opt_gif 1030859 60000
usr_local 1090859 50000
var_opt_relimon 1140859 2500
usr_opt_xdt 1143359 50000
<free space> 1193359 122563

Figure 2-1  System Disk Layout
The top two rows give the

® physical disk name, here shown as sd(nesc(0,7),0,0);

® state (avail means available: not owned or registered by a
different host system);

® registration status (y means registered, n means not registered,
¢ means registered in compatibility mode);

® software format (vdisks means virtual disks, ldisks means
logical disks);

® total number of disk blocks, and total number of free disk
blocks. A disk block is 512 bytes.

The following rows give the

® virtual disk name (for a named virtual disk) or name of parent
virtual disk (for an unnamed child partition);

® role (for a multiple-piece disk, displayed as piece n of n);
® address of the starting disk block on the physical disk; and
® size in disk blocks.

Most virtual disks are one partition, although you may create an
aggregation virtual disk with more than one partition.
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Planning virtual disks and file systems

If you have just installed the DG/UX system, your next task is to
decide what virtual disks to create. If your system will have OS
clients, you must create virtual disks for them and decide whether
to install secondary releases. Select the applicable virtual disk
types from the following list.

® OS client space (if you have OS clients)
® Multiple DG/UX release areas (if you have OS clients)
® Local directories

— User home directories
— Software packages

— Work directories

— Tools directories

— Temporary space

— Extra swap space

The following sections help you determine how to use virtual disks.

IMPORTANT: For any physical disks in a disk-array storage system that you
intend to use for failover (defined in Chapter 1, section “Terms and
Concepts”), see the 014-series manual supplied with the storage
system or see Managing the DG /UX™ System.
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OS client space

If your configuration includes diskless OS clients, you must create
the following virtual disks on the OS server:

® OS client directory (srv)

® OS client root space (srv_root)

® OS client swap space (srv_swap)
® OS client dump space (srv_dump)

Figure 2-2 shows the DG/UX primary release area,
/srvirelease/PRIMARY. In the figure, shaded circles represent the
virtual disks you must create mentioned above.

(/srv)

admin release share

PRIMARY

' mP (/srv/swap)

(/srvirelease/PRIMARY/root) ;
(fsrv/release/dgux_54R300/root)

MY_HOST client_primary  _Kemels (/isr)

~N -

Legend: Circles represent the virtual disks you must create.
Pathnames within parentheses indicate mount points.
... (ellipses) indicate symbolic links to the named directories.

Figure 2-2 /srv File System
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OS client directory (srv)

The virtual disk for the OS clients’ directory holds OS client file
systems, such as root directories and swap space. A typical name
for this virtual disk is srv. It is typically mounted at /srv.

The srv virtual disk should be large enough to accommodate the
sysadm database. You should create a single virtual disk named
srv with a size of 5,000 blocks. You do not need to add additional
space for this virtual disk.

OS client root space (srv_root)

The OS client root space is a single virtual disk that contains all the
root directories for all clients. The pathname for this virtual disk is
/srv/release/PRIMARY/root. The root directory contains
subdirectories that correspond to each OS client.

The size of the DG/UX system’s default root file system depends on
whether OS clients have individual kernels or share a common
kernel with other OS clients.

Root space for OS clients with individual kernels

For the DG/UX system’s default root file system, each OS client
with a bootable kernel needs about 40,000 blocks. To calculate the
size of the virtual disk, multiply the number of OS clients by
40,000. For example, five OS clients need 200,000 blocks. You do
not need to add additional space.

Root space for OS clients sharing a common kernel

When you build a kernel for an OS client, sysadm lets you link all
OS clients to the same kernel image, thus saving disk space. You
save approximately 6,000 blocks, the size of a kernel, for the second
and each subsequent OS client that shares a kernel. But sharing
kernels in this way can result in weakened security because any
superuser can access and change the kernel image. If you decide to
make such links anyway, remember that for OS clients to share a
kernel, their root directories (and the directory containing the
kernel) must all be on the same virtual disk. Thus, you should not
distribute OS client root directories over different virtual disks.

For each client linked to a common kernel, use the following
formula to calculate OS client root size.

(number-of-OS-clients *
(recommended-OS-client-root-size — kernel-size)) + kernel-size

For example, for five clients and a kernel size of 6,000 blocks, the
numbers would be
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(5 * (40,000 - 6,000)) + 6,000 =
(5 * 34,000) + 6,000 = 176,000

Linking the five OS clients to a common kernel saves 24,000 blocks.

Do not add any additional space as overhead.

OS client swap space (srv_swap)

Swap space is the temporary storage location of an active page from
a process on a virtual disk. A page is stored (or paged) in swap
space when there are more active processes than can
simultaneously fit into the computer’s main memory. When
memory resources become available, the temporarily suspended
page is sent back into main memory for execution.

The amount of swap space that you need depends on the amount of
physical memory in your computer, the nature and number of the
applications you run, and the number of users on the operating
system. If your programs allocate large portions of memory, you may
need more swap area. Insufficient swap area can result in the
termination of running processes and error messages such as

From System: out of paging area space at the system
console. If you encounter such an error, you need to create more
swap space or reduce your system load. You can also create multiple
swap virtual disks to supplement existing swap virtual space.

Like the OS server, OS clients (including OS clients of a secondary
release) require swap space. Unlike the OS server, an OS client’s
swap space is provided by an actual file on the OS server. These
files are typically mounted at /srv/swap, whose virtual disk usually
is called srv_swap.

Use the following formula and example to compute the initial swap
space for OS clients. The number of blocks-per-OS-client is either
50,000 (24 Mbytes) or 1.5 times physical memory, whichever is larger.

(number-of-OS-clients * blocks-per-OS-client)
For example, for four clients, the numbers would be

4 * 50,000 = 200,000 blocks

The example above is a rough estimate. If your swap space is not
sufficient once your system is running, use the free swap value
reported by the sar command to determine the available swap
space. (Divide the amount of free swap space by 2048 to convert
blocks to megabytes.) You should maintain the amount of free swap
space at 15% to 30% of the total physical memory plus swap area
space on the system. Numbers for a sample system follow.
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Physical memory: 256 Mbytes
Swap space: +384 Mbytes
Total: 640 Mbytes

I}

15% of 640 Mbytes
30% of 640 Mbytes

96 Mbytes, 196608 blocks
192 Mbytes, 393216 blocks

For the sample system above, if free swap space is typically under
200,000 blocks or sometimes under 100,000 blocks, you should
increase the amount of swap space. Conversely, if free swap space
is typically over 400,000 blocks and rarely below 300,000 blocks,
you can decrease the amount of swap space. Systems with surges
in swap usage (variance over time greater than 30%) need a larger
reserve than 15% to 30%. Systems with static swap usage (variance
of less than 10%) need less reserve.

On the DG/UX system, you are not required to have as much swap
space as physical memory. As long as the free swap space values
stay within the above recommendations, you can reduce swap space
to a fraction of physical memory.

OS client dump space (srv_dump)

You must allocate space for OS client system dumps. When a
system panics or hangs, you write the contents of the system’s
memory to a file or tape so that Data General engineers can
diagnose the problem.

On a system with a tape drive, you configure your kernel so that it
dumps to tape or a local virtual disk. On an OS client without a
tape drive, you configure the system so it dumps over the network
to a file on a disk drive attached to the OS server. If you don’t
create a srv_dump virtual disk, ensure that /srv is sufficiently
large to accommodate a dump.

The maximum amount of space you need for /srv/dump is equal to
the total size of physical memory on all of your OS client systems
(including OS clients of secondary releases). In practice, however,
you need less space because all OS clients do not need to make
system dumps simultaneously. Furthermore, you do not keep
system dump files on line for very long. Space for one or two
system dumps is probably sufficient.

If each OS client has 16 Mbytes (16,777,216 bytes or 32,768 blocks)
of physical memory, approximately 33,000 blocks (plus overhead) is
sufficient to hold one system dump. The formula for calculating
client dump space follows.
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OS-client-physical-memory (in blocks) + overhead
For example, for 16 Mbytes (33,000 blocks):

33,000 + 10% = 36,300 blocks

Multiple DG/UX release areas

Read this section only if you have OS clients in your configuration
that want to run a UNIX system other than DG/UX or want to run
a DG/UX release other than 5.4 Release 3.00. If all your clients will
be happy to run DG/UX 5.4 Release 3.00, or if you don’t have any
clients, skip this section.

Generally, OS clients run the same operating system (here,
assumed to be DG/UX 5.4 Release 3.00) as the server. That
operating system is available to OS clients from directory
/srvirelease/PRIMARY. But DG/UX lets you install other releases
of an operating system, such as an earlier versions of the DG/UX
system or other operating systems such as SunOS, for OS clients.
You install each other release in a directory structure called a
secondary release area. Each secondary release area directory
pathname has the form /srv/release/release-name, where
release-name is the name for the OS release; for example,
/srv/release/dgux_54R201 and srv/release/SunOS. The number
of releases an OS server can support is restricted only by available
disk drive resources and desired system performance.

The number of virtual disks you must create for a secondary release
area depends on the OS release you are installing. To create a
secondary OS release area for an operating system other than the
DG/UX system, consult the documentation and release notice that
accompanies that operating system. To create a secondary release
area for DG/UX, you will create the following virtual disks:

OS client root in a secondary release area (for 5.4 Release 2.01,
virtual disk name root_dgux_54R201).

If the OS client that will use the secondary release needs a usr disk,
usr space in a secondary release area (for 5.4 Release 2.01, virtual
disk name usr_dgux_54R201).

If the OS client that will use the secondary release needs X11, X11
space in a secondary release area (for 5.4 Release 2.01, virtual disk
usr_opt_X11_dgux_54R201).

Notice that you do not have to create a dump area or a swap space.
Those resources are available from the /srv directory structure (for
example, srv_dump and srv_swap).

A difference between the /srv/release/PRIMARY and the
/srv/release/secondary-release directory structures is that the latter
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requires a virtual disk for the /srv/release/secondary-release/usr, and
/srvirelease/secondary-releaselusr/opt/X11 file systems. Figure 2-3
shows a primary release area (/srv/release/PRIMARY) and a
secondary release area (all files within /srv/release/dgux_54R201).
In the figure, circles represent virtual disks and shaded circles
represent the virtual disks mentioned above.

(/srv)
admin release share
(/srv/dump) | STv_swap| (/srv/swap)
PRIMARY dgux_54R201

| |

srv_root (Jusn) root_dgux_54R201 usr_dgux_54R201

(/srvirelease/PRIMARY/root) | (/srv/release

/dgux_54R300/root)

(/srvirelease
/dgux_542/usr)

opt

MY_HOST client_primary _Kernels (/usr) client_dgux_54R201 _Kernels

(/srv/release/dgux_54R201/usr/opt/X11)

Legend: Shaded circles represent the virtual disks you must create.
Pathnames within parentheses indicate mount points.
... (ellipses) indicate symbolic links to the named directories.

Figure 2-3  Primary and Secondary Release File Structure
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OS client root space (root_dgux_54201)

The OS client root space is a single virtual disk that contains all the
root directories for all OS clients. You can mount this virtual disk
wherever you want; an example of a directory mount point shown in
Figure 2-3 is /srv/release/dgux_54R300/root. The root directory
contains subdirectories that correspond to each OS client.
Instructions are provided in Chapter 7 for adding an OS client.

For the DG/UX system’s default root file system, each OS client
needs the same amount of space as the OS server: 40,000 blocks. To
calculate the size of the virtual disk, multiply the number of OS
clients by 40,000. Do not add any additional space as overhead.

When you build a kernel for an OS client, you can link all OS
clients to the same kernel image, saving disk space. Sharing
kernels in this way, however, can result in weakened security,
because any user can access and change the kernel image. If you
decide to use a common kernel, remember that for OS clients to
share the kernel, their root directories (and the directory containing
the kernel) must all be on the same virtual disk. Thus, you should
not distribute OS client root directories on different virtual disks.

OS client usr space (usr_dgux_54R201)

The usr virtual disk, whose file system mount point shown in
Figure 2-3 is /srv/release/dgux_54R201/usr, is reserved for
system-level programs, facilities, and software packages. The
/srv/release/dgux_54R201/usr directory holds subdirectories that
contain database and configuration files, administrator commands,
stand-alone utilities and bootstraps, and user commands.

If you do not accept the default virtual disk size of 240,000 blocks,
record the desired virtual disk size on the Virtual Disk Planning
Worksheet later in Figure 2—6 or Appendix D.

X11 package space (usr_opt_X11_dgux_54R201)

The X11 virtual disk, shown as usr_opt_X11_dgux_54R201 virtual
disk in Figure 2-3 is required only if you have purchased the
DG/UX X Window Package and you intend to install the DG/UX

X Window System. This virtual disk, whose file system mount
point is /srv/release/dgux_54R201/usr/opt/X11, contains X11
documentation and an X server development environment.
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® Ifyou do not accept the default virtual disk minimum size of
140,000 blocks, record the desired size on the Virtual Disk Planning I
Worksheet in Figure 2-6 or Appendix D.

CAUTION: Do not reduce the size of the X11 virtual disk.

Local directories

The system administrators at each site must determine how to set
up home directories, work directories, and tools directories. These
virtual disks vary in size according to the work requirements placed
on them.

User home directories (home)

A home directory is useful for containing each user’s work on the
system. It also contains files that customize each user’s shell,
electronic mail environment, and X Window environment (for
example, through the .login or .profile, .mailrc, and .Xdefaults
setup files). Usually one virtual disk is needed to accommodate all
users’ home directories.

A user’s home directory requires a variable amount of space
depending on the work the user does and the files the user
accumulates. As an example, suppose you determine that each
user’s home directory needs 40,000 blocks in which to save mail,
write memos, collect product specifications, and accommodate
various temporary files that the system or other programs produce,
such as scratch files. For five users, you could calculate home
directory space as follows.

(number-of-users * blocks-per-user) + 10% overhead

(5 * 40,000) + 10% = 200,000 + 10% = 220,000 blocks

You must account for any OS clients’ home directories as well as
directories for local users. Chapter 4 explains adding user accounts.

Software packages (usr_opt_pkg)

You can create a separate virtual disk for each software package, or
you can create a single virtual disk for all software packages. If you
put all software packages on one virtual disk, it must be sufficiently
large to accommodate the sum of the individual software packages.
Planning for such a virtual disk may be difficult to forecast. To save
disk space, consider making a virtual disk for each package so that
you use only the disk space required per software package.
Examples of software packages from Data General and other
vendors are databases, spreadsheets, debugging tools, and
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publishing systems. The release notice that accompanies the
software package specifies its size requirements.

Without release notice instructions, you may calculate size
requirements using these guidelines. When calculating the size of a
virtual disk for a software package whose file system will be
readable and writable, if you want a 10 percent cushion for the
superuser to use for reading and writing, add 10 percent of the
package size (in Mbytes) for file system overhead requirements. If
you don’t want the 10 percent cushion, add nothing for overhead.
For a read-only file system, add nothing for overhead.

Normally, you should mount virtual disks for software packages
below /usr/opt in the DG/UX file system. For example, for a
software package named pkg, you might create a virtual disk
named usr_opt_pkg and mount it at /usr/opt/pkg. That way, the
name of the virtual disk reminds you of its mount point.

Work directories

Tools packages

Work directories, like software development build areas or large
databases, may serve as common work areas for your system’s
users. If such work directories are too large for a single disk drive,
or if you suspect that disk I/O performance could deteriorate during
multiuser access, you can create an aggregation of virtual disks to

distribute the work directories onto multiple partitions on different
disk drives.

Tools are commonly placed in /usr/local/bin. The DG/UX system
has a /usr/local mount point included in the /usr file system. But
additional tools packages can be another candidate for a virtual
disk. An appropriately named tools directory is easily recognizable
and accessible to users on your system. While you may allow read
and write access to a work directory, you may choose to limit users
to read-only access to a directory containing tools.

Temporary file space (tmp)

User programs need temporary space for startup and execution.
Large program compilations, heavy network traffic, and large
database I/O activities use temporary file space.

To segregate temporary file space from the / directory, you can
create a virtual disk for temporary file space and mount it on the
/tmp directory. By default, 40,000 blocks are allocated to the root
virtual disk for its file system. After the / file system is loaded, 12
Mbytes remain as free space that can be used for /var and /tmp.
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All subdirectories of /var use the same space. Also, you can create
separate virtual disks for the mail and news subdirectories of /var.

IMPORTANT: If you want to link the /var/tmp directory to the /tmp directory (or
the /tmp directory to the /var/tmp directory), use relative
pathnames. Using absolute pathnames causes problems when you
attempt to install an update release.

Extra swap space (extra_swap)

Following procedures described in Installing the DG /UX™ System,
you created a virtual disk for swap space of 50,000 blocks.
However, additional space may be required to satisfy your
applications’ demand for virtual memory. You should consider
adding more swap space if the message From System: out of
paging area space appears on the system console or when the
number of users or application load on the system increases. Use of
swap space varies considerably from application to application. If
you need to add swap space after your system is operational, see

Managing the DG/ UX™ System for details.

The operating system automatically balances paging activity among
multiple swap areas in a system. For maximum performance,
create equally-sized swap virtual disks on each disk drive. The
maximum number of system-wide swap areas is eight.

Assessing disk capacity

Knowing a disk drive’s model number can help you determine its
capacity. You can find the drive model number (and perhaps the
capacity) in the hardware installation and setup manual or the
packing list. If those documents do not provide capacity
information, see the following manual pages for the most current
information on supported devices: sd(7), cird(7), cimd(7), cied(7).

For disk-array storage systems, a drive’s capacity depends on how
you bind the storage system’s disk modules into physical disks.
Currently, the disk-array storage systems offer disk drives of the
following capacities: 500 Mbytes, 1.0 Gbyte, 1.2 Gbytes, and 2.0
Gbytes. As examples, two 2-Gbyte modules bound into a RAID-1
mirrored pair yield a physical disk with 2.0 Gbytes of storage. Five
2-Gbyte modules bound into a RAID-5 group yield a physical disk
with 8.0 Gbytes of storage. For more information, see the
documentation for your disk-array storage system.

To determine the remaining space on a disk, use the sysadm
sequence Device -> Disk -> Physical -> List, specify the
disk by number (or select A11), and then select normal display and
no (no label).
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In addition to the model number and capacity, you also need to
know the DG/UX device name for each disk drive. For more
information on DG/UX device names, see Appendix B.

Write the DG/UX disk-drive device name and capacity on the
Virtual Disk Planning Worksheets in Figure 2-6 (later).

Mapping virtual disks to disk drives
There are several ways to arrange virtual disks on disk drives:

® Contiguous virtual disks (one or more virtual disks created in
sequence on a disk drive to use all available space)

® Multiple-partition virtual disk partitions (aggregations) of any size
on different disk drives or the same disk drive

® Mirror: a virtual disk that uses two or more virtual disks of a given
size on different disk drives for data redundancy (known as
software disk mirroring)

® Software disk cache: a virtual disk that combines a small, fast
virtual disk (usually located in nonvolatile memory) with a large,
slower virtual disk (usually located on a disk) to provide a large,
fast storage resource.

Contiguous virtual disks

The simplest way to arrange virtual disks is to take the default
starting address when you create each virtual disk until all space
has been used. This way, the virtual disks will be contiguous on
each drive. Or you can specify the whole physical disk address
space as a virtual disk.

Multiple-piece virtual disks (aggregations)

If you will need enormous amounts of file space or have portions of
disk space available on different disk drives, you can aggregate
partitions on different drives.

For example, assume you want 2,000,000 disk blocks available in
bulk. You could create a bulk virtual disk from partitions on three
disk drives as follows:

Virtual Disk DG/UX Size
Partition Device Name (in blocks)
10of4 sd(ncsc(0),0,1) 200,000
20f4 sd(ncsc(0),0,1) 400,000
30of4 sd(ncsc(0),0,2) 649,500
40f4 sd(ncsc(0),1,0) 550,500
TOTAL 2,000,000
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You can specify up to 120 partitions for a virtual disk.

A software disk mirror and software striped disk are both
aggregations. The mirror is an aggregation of two or more virtual
disks; the striped disk is an aggregation of two or more partitions.
We describe software disk mirroring and software disk striping in
their own sections.

Software disk mirroring

A software disk mirror offers high availability through redundant
images. If the disk that holds an image fails, DG/UX automatically
sends all read and write operations to another image until the
failing disk is repaired or replaced. Mirroring also increases disk
I/O performance with read-intensive applications because the
system can read from multiple images. You implement software
disk mirroring with mirror virtual disks.

IMPORTANT: Software disk mirroring is different from hardware disk mirroring
as provided by a disk array RAID-1 mirrored pair. For information
on hardware disk mirroring, see the 014-series disk array storage
system manual supplied with the storage-system hardware.

When planning for disk mirroring, you must decide the number of
images that must be available to allow access to the mirror. For
example, if one image of a two—image mirror fails, do you want
users to continue using the remaining image or do you want the
mirror removed from service until the failing image is repaired and
the images synchronized? If your priority is data integrity, you may
want at least two images functioning. That way no data will be lost
if the remaining image fails. However, the mirror will be out of
service until the failing image is repaired.

You also need to decide how many images you want. If both data
integrity and availability are priorities, you may choose to have
three mirror images and require two to be functioning. For a more

detailed discussion of this and other disk mirroring concepts, see
Managing the DG [ UX™ System.

When creating a software disk mirror, consider the following:

® The mirror virtual disk uses multiple virtual disks of the same size.
Each of these virtual disk is an image. You must decide on the
number of images to create: two or three. Three images provide
great protection against data corruption and disk down time. Two
images provide less protection than three, but do provide
substantially more than an unmirrored virtual disk.

® Each image can reside on any disk drive attached to any disk
controller. However, for maximum availability, you should arrange
individual virtual disk mirror images on separate drives that are
attached to different controllers.
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For example, you could create two identically sized virtual disk
images to form a mirror virtual disk that occupies 1,600,000 blocks,
provides 800,000 blocks of storage capacity, and spans two different
disk drives. Its arrangement follows:

Virtual Disk Physical Size
Image Device (in blocks)
10of 2 sd(ncsc(0),0,0) 800,000
20f2 sd(ncsc(0),1,0) 800,000
TOTAL 1,600,000

After software (or hardware) mirroring has been set up and started,
the mirroring I/O occurs automatically. Chapter 3, section “Creating
a virtual disk” explains how to create a software mirrored virtual
disk.

Software disk striping

Software disk striping improves disk I/0O performance by
distributing the disk load across multiple disk drives. Software disk
striping is useful for applications that perform many random reads
and writes or many sequential reads. For example, if a database
occupies multiple disk drives, those drives can share the I/O load,
thus improving performance. Software disk striping does not
improve I/O for applications that perform intensive sequential
writes. You can choose software disk striping when you create a
virtual disk.

A disadvantage of software disk striping is greater vulnerability to
failure: if one disk fails, the entire virtual disk becomes
inaccessible. Of course, you can always software mirror the striped
disk.

IMPORTANT: Software disk striping is different from hardware disk-array
striping. For information on hardware disk-array striping, see the
disk-array storage system documentation.

The requirements of a striped virtual disk are as follows.

® The virtual disk must consist of multiple same-size pieces.

® For best performance, each piece should reside on a different disk
drive.

® You can set up a virtual disk for striping only when you create it;
that is, you cannot modify an existing virtual disk to allow striping.

® The size of each piece must be an integer multiple of the stripe size;
for example, if the stripe size is 16, the piece size could be 800,000
blocks.

® You cannot change the size of a striped virtual disk after creating it.

® You cannot use striping with the root and usr virtual disks.
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For example, you could create three identically sized virtual disk
partitions to form a 540,000-block striped virtual disk on three disk
drives. Its arrangement follows:

Virtual Disk DG/UX Size
Partition Device Name in blocks
10of3 sd(ncsc(0),1,0) 180,000
20f3 sd(ncsc(0),2,0) 180,000
30f3 sd(ncsc(0),3,0) 180,000
TOTAL 540,000

Software disk caching

Software disk caching lets DG/UX store data temporarily on a fast
medium for later storage on a slower medium. With the fast
medium, data to be read can be retrieved faster, and data to be
written can be written faster (and, if the data is cached in memory,
the data can wait in the cache until the system has spare cycles to
write it to disk). Software disk caching can significantly improve
disk performance. You can implement software disk caching with
cache virtual disks.

The disk cached device consists of two devices: a front-end device
and a back-end device. The front-end device is small and fast; the
back-end device is large and relatively slow.

When creating a software disk cache, keep the following points in
mind.

® The front-end device should be relatively fast and can be relatively
small. It must be a virtual disk, which can be built on NVRAM
memory (device name nvrd()) or on a fast hard disk. The ideal
front end device is based on nonvolatile or battery backed-up RAM,
which provides very high speed and stability (the battery lets the
memory retain the cache information if power fails).

® The back-end device should be large and will usually be relatively
slow. Like the front end, it must be the name of a virtual disk. The
virtual disk must exist for you to make it a back end.

For conceptual information on disk caching, see Managing the
DG/UX™ System. Chapter 3, section “Creating a virtual disk”
explains how to create a disk cache.

Deciding where to mount file systems

After you determine the size and arrangement of virtual disks on
disk drives, you need to decide where to put the virtual disks in the
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IMPORTANT:

DG/UX directory structure. These places are called mount points;
they provide a directory pathname for the local file systems that are
placed on the virtual disk.

There are two types of file system mounts: local and remote.

Virtual disks without file systems do not need mount points.
Examples of such virtual disks include those used as local swap
areas (explained in Installing the DG /UX™ System) and those used
for special purposes by some application programs.

Local file system mounts

Figure 2—4 shows a typical DG/UX file system with virtual disks
and their mount points. It shows the required virtual disks — root,
usr, and usr_opt_X11 — and four more virtual disks and mount
points.

In the figure, circles represent virtual disks and the shaded circles
represent the virtual disks mentioned above.
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(/)

(/home ) (/pdd) (/srv) (/usr)
opt
sr_opt_pkg
( /usr/opt/pkg ) ( usr/opt/X11)
Legend: Circles represent the virtual disks.

Pathnames within parentheses indicate mount points.

Figure2-4 Sample Virtual Disks and Mount Points on the DG/UX File System

Figure 2—4 shows the following mount points.

Virtual Disk Name Mount Point
home /home
pdd /pdd
srv /stv
usr_opt_pkg lusr/opt/pkg

Remote file system mounts

A remote file system is one that is located on a disk drive attached
to a remote host that you can access via a LAN. You need to know
the location of the remotely mounted file system on the remote host
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and the mount point you desire on your local system. Mounting
remote file systems eliminates the need for duplicating file systems
throughout configurations that are connected by a LAN.
Instructions on mounting the remote file system are given in
Chapter 3. The following table shows some sample remote hosts
(and their file system mount points) and the corresponding local
mount points on the local host.

Remote Mount Point Local Mount Point
cobra:/pdd/sam/image /pdd/elixer/image
miracle:/pdd/notes /pdd/notes
thing:/pdd/otis/papers /pdd/proceedings/papers
spleen:/pdd/spleen/games /pdd/spleen/games

where:

cobra is the remote hostname.

/pdd/sam/image is the remote host mount point for the file system.
/pdd/elixer/image is the local mount point for the remotely
mounted file system.
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Completing the virtual disk planning
worksheets

You are now ready to plan your disk resources by answering these
questions.

® What are the DG/UX disk drive device names?
® What is the capacity of each disk drive?
® What name do I want to give each virtual disk?

® On the DG/UX directory structure, where do I mount each local file
system associated with each virtual disk I have created?

® Will there be any software striped disks, mirrors, caches, or
aggregations (virtual disks with more two or more virtual disks)
and how large will each virtual disk be?

® Do I want to mount any remote file systems? If so, where are they
remotely located? Where will I mount them on the local system?

If you don’t care which physical disk holds a virtual disk, you can
specify space alone and have sysadm choose the physical disk. You
cannot do this for a mirror or striped virtual disk. For any virtual
disk for which you plan to let sysadm choose the physical disk(s),
write “n/a” in the physical disk specification box in the worksheet.

For the size of a virtual disk, you may choose all space remaining on
the physical disk. Sysadm will display this number when you
build the virtual disk and you can enter it then. For each such disk,
wait until you build the disk (Chapter 3, section “Creating a virtual
disk”) to enter the size of the virtual disk in the worksheet.

Local virtual disk planning

Figure 2-5 shows a sample virtual disk planning worksheet. The
sample entries appear in italic typeface. This system is an OS
server with four OS clients that use a common kernel.

The sample system has two physical disks in a disk-array storage
system. The system disk, sd(dgsc(0),0,0), is a hardware mirrored
physical disk with two disk modules. The other disk,
sd(dgsc(0),0,1), is a RAID group with five disk modules. Both
disks have inherent data redundancy, therefore they are not
software mirrored.

Figures 2-6 and 2—7 show blank virtual disk planning worksheets
for you to complete. You may not need a second page (Figure 2-7)
to hold your virtual disk information.
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Sample Worksheet
Virtual Disk Layout Worksheet (Page 1)
Drive Name Drive Name Drive Name
] sd(dgsc(0),0,0) sd(dgsc(0),1,1) -
Vll)r.tu:l 1,200 Mbytes 4,800 Mbytes Mbytes
is
or Mount
Mirror Point Pieceor | Sizein | Pieceor | Sizein [ Pieceor | Sizein
Name Directory Image Blocks image Blocks Image Blocks
swap NA 1 72,000
root / 1 40,000
usr lusr 1 300,000
usr_opt_X11 [usr/opt/ 1 140,000
X11
usr_opt [usr/opt/ 1 50,000
_networker networker
var_opt [var/opt/ 1 5,000
_networker networker
usr_opt_xdt [ usr/opt [ xdt 1 60,000
pdd /pdd 1 200,000
usr_opt_pkg /usr/opt/pkg 1 200,000
database_db /database /db 1 5,000,000
home /database 1 160,000
/home
srv /database 1 5,000
/srv
srv_root /datab 1
/srv [ reledse / 142,000
PRIMARY
srv_dump database 1 37,000
/srv/dump
srv_swap database 1 200,000
/srv/swap
Total Used 1,067,000 5,544,000
Total Capacity 2,457,600 9,830,400
Free Space 1,390,600 4,286,400
Figure 2-5 Sample Virtual Disk Planning Worksheet
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Virtual Disk Layout Worksheet (Page 1)

Drive Name Drive Name Drive Name
Virtual Mbytes Mbytes Mbytes
Disk
or Mount
Mirror Point Piece or Size in Pieceor | Sizein Pieceor | Sizein
Name Directory Image Blocks Image Blocks image Blocks
swap NA 1
root / 1
usr Jusr 1
usr_opt_X11
usr_opt
_networker
var_opt
_networker
usr_opt_xdt
Total Used

Total Capacity

Free Space

Figure 2-6 Virtual Disk Planning Worksheet, Page 1
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Virtual Disk Layout Worksheet (Page of )

Drive Name Drive Name Drive Name
Virtual Mbytes Mbytes Mbytes
Disk
or Mount
Image Point Pieceor | Sizein | Pieceor | Sizein | Pieceor | Sizein
Name Directory Image Blocks Image Blocks Image Blocks
Total Used
Total Capacity
Free Space

Figure 2-7  Virtual Disk Planning Worksheet, Second or Subsequent Page

2-26

Licensed Material — Property of Data General Corporation

093-701101-04




Completing the virtual disk planning worksheets

Remote file systems

Figure 2-8 is a sample worksheet for the remote hosts and mount
points listed above. Again, sample entries appear in italic typeface.
Figure 2-9 is a remote file system planning worksheet for you to

complete.
Remote Remote Local
Hostname Mount Point Mount Point
cobra /pdd [sam [image d /elixer [image
miracle /pdd [ notes 5 /pdd [ notes
thing /pdd | otis | papers /pdd | proceedings [ papers
spleen /pdd /spleen | games /pdd [spleen [games

Figure 2-8 Sample Remote File System Planning Worksheet
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Remote Remote Local
Hostname Mount Point Mount Point

Figure 2-9  Remote File System Planning Worksheet

Where to go next

The following chapter explains how to use sysadm to create the
virtual disks and file systems you planned in this chapter.
Generally, you will want to continue to the next chapter. If not, do
what you wish as defined in the task table included in the Preface,
“About this manual.”

End of Chapter
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3 Creating virtual disks and
file systems

This chapter shows how to create each virtual disk you planned in
Chapter 2 and how to add, mount, and optionally export its file
system. For a definition of virtual disk and comparison to logical
disk, see Chapter 1, section “Terms and concepts.”

Major sections in the chapter proceed as follows.

® Registering a disk drive

® Creating a virtual disk

® Creating a local file system

® Adding alocal file system

o Adding a remote file system

o Converting a physical disk to virtual disk format
® Where to go next

We assume that all your disk drives were software formatted and
identified to the DG/UX kernel at DG/UX system installation. If
you have added drives since installation and have not identified the
drives to the kernel and software formatted them, do so as
explained in Chapters 10 and 9; then return here.

Registering a disk drive

Registering a disk drive makes its virtual disks known to the
system. You cannot access a virtual disk or file system until the
physical disk that holds it is registered. To register a disk, follow
this path through sysadm:

Device -> Disk -> Physical -> Register

Sysadm prompts for the name of the physical disk to register.

You can use the Help option (?) to list the physical disks that are
not registered. You can then select a physical disk from this list. If
all configured disks are registered, sysadm displays an error
message.
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To list the registered physical disks (disk drives), follow this path
through sysadm. A sample “normal” display follows.

Device -> Disk -> Physical -> List ->
Physical disk(s): all 3

Listing style: [normal] )

List label:[no] #

Disk name State Reg? Format Total blocks Free blocks
sd(ncsc(0,7),0,0) avail 3% vdisks 2780030 1524986
sd(ncsc(0,7),1,0) avail y vdisks 3933040 1516986

This display gives the physical disk names [here shown as
sd(nesc(0,7),0,0) and sd(ncsc(0,7),1,0)]; state (avail means
available: not owned or registered by a different host system);
software format (vdisks means virtual disks); total disk blocks; and
total disk blocks free. For more information, you can list partitions,
as follows.

Device -> Disk -> Physical -> List ->
Physical disk(s): (ncsc(0,7),0,0) 3
Listing style: partitions

List label: [no]

A sample partitions display follows.

Disk name State Reg? Format Total blocks Free blocks
sd(ncsc(0,7),0,0) avail y vdisks 1295922 22768
Name Role Address Size
swap 859 100000
root 100859 80000
usr 180859 300000
usr_opt_X11 480859 200000
usr_opt_networker 680859 50000
udd 730859 300000
usr_opt_gif 1030859 60000
usr_local 1090859 50000
var_opt_relimon 1140859 2500
usr_opt_xdt 1143359 50000
<free space> 1193359 122563
<Various system partitions> 1315922 16
tmp 1315938 25000
var_mail 1340938 20000

Creating a virtual disk

As explained in the previous chapter, you will typically create a
virtual disk on a hard disk medium. Single file-system devices on
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which you would generally not create virtual disks include
magneto-optical disk drives, diskettes, and memory file systems.
Using file systems on these devices is explained later in this chapter
in the appropriate “Adding a local file system” section.

To create a virtual disk, use the procedures presented in this section
(or you can use a shortcut method when you create a file system,
explained later in this chapter). Refer to the Virtual Disk Planning
Worksheets you completed in Chapter 2 or Appendix D for the
following information:

® Virtual disk name
® Whether or not you want software disk striping

® Names of DG/UX disk(s) that will hold the virtual disk, unless you
plan to let sysadm choose the physical disk, in which case someone
should have written “n/a” in the physical disk specification box in
the worksheet

® Size of virtual disk partition(s) in blocks

® Whether the virtual disk will be a mirror of multiple images (for
software mirroring), a striped virtual disk, and/or an aggregation of
multiple pieces

IMPORTANT: If you have OS clients, create the required virtual disks as soon as
possible; your OS client cannot operate until you have created the
required virtual disks. Procedures for making the OS client
operational are described in Chapter 7.

You can create a virtual disk by any of the following methods:

® Creating a virtual disk by size alone. Use this when you do not
care which physical disk(s) the space comes from.

® (Creating a virtual disk by physical disk(s) to partition. Use this
when you do care which physical disk(s) the space comes from;
for example, when you create virtual disk images to mirror or
you create a striped virtual disk.

® Creating a virtual disk by name of existing virtual disk(s) (an
aggregation). Use this when you have already created one or
more virtual disks (generally partitions) and want to combine
them into a larger aggregation virtual disk.

® Creating a mirror virtual disk. Use this when you want to
software mirror existing virtual disks.

® Creating a cache. Use this when you want to create a software
cache for an existing virtual disk.

Proceed to the section for the kind of virtual disk you want.
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Creating a virtual disk by size alone

Use this method when you don’t care which physical disk(s) the
space comes from. Do not use it to create a virtual disk that will
serve as part of a software mirror, striped disk, or cache. For those,
go to the section “Creating a virtual disk by physical disk(s) to
partition.” To create a virtual disk by size alone, follow these steps.
To the sysadm prompts, get help with ? as needed.

. Follow this path through sysadm:

Device -> Disk -> Virtual -> Create
Sysadm prompts

New Virtual Disk Name:

. Enter a name for the new virtual disk. This name will identify the

virtual disk for mounting purposes by its entry in directory
/dev/dsk. After a file system is created on the virtual disk and the
file system is mounted, users will access the virtual disk’s file
system by the mount point directory name. The name should be
descriptive and memorable; for example,

New Virtual Disk Name: test)_
Striped? [no]

. Press Enter for the default, no. (If you want to create a striped

disk, skip to the section “Creating a virtual disk by by physical
disk(s) to partition.”) For example,

Striped? [no] )
Create File System? [yes]

. Each virtual disk needs a file system before people can use it to

store files. You can have sysadm create a file system now or later
(explained later in this chapter). Generally, it’s easier to have the
file system created here. Choose the course you want and specify it;
for example,

Create File System? [yes] ).
Select Space by: [Size alone]

. Press Enter for the default, yes. If you want to create a virtual disk

by any other method, skip to the section that describes doing so.
For example,

Select Space by: [Size alone] )
Size in Blocks: (l1-n) [1]
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6. Enter the size you want, as a decimal number of 512-byte disk

blocks, for the new virtual disk. Sysadm will take space from
available physical disk(s) to match the amount you specify. You can
enlarge or shrink the virtual disk later on, if you want. For
example, to create a virtual disk of 20,000 blocks (about 10 Mbytes),

Size in Blocks: (1-n) 20000 )
Virtual disk "test” created.
Virtual disk ”"test” made a volume.

You have created a virtual disk by size alone. If you want to create
another virtual disk, go to the appropriate section. Eventually,
even if you did create a file system, you will need to add it.
Creating and adding a file system are explained later in this
chapter.

Creating virtual disk by physical disk(s) to partition

Use this method when you care which physical disk(s) the space
comes from; for example to create the virtual disk images of a
software mirror or to create a striped virtual disk. You should also
use this method to create the virtual disks for a cache: both the
back-end virtual disk on a standard disk and the front end virtual
disk, perhaps on a NVRAM memory board. Note that, like any
writable disk, a NVRAM board must be software formatted
(Chapter 9) before you can create a virtual disk on it.

. Follow this path through sysadm:

Device -> Disk -> Virtual -> Create
Sysadm prompts

New Virtual Disk Name:

. Enter a name for the new virtual disk. This name will identify the

virtual disk for mounting purposes by its entry in directory
/dev/dsk. After a file system is created on the virtual disk and the
file system is mounted, users will access the virtual disk’s file
system by the mount point directory name. The name should be
descriptive and memorable.

If you are creating an image of a mirror, you might consider
appending an image-identifying suffix to the name (for example,
.imagen) to the name you choose. For example, you might use
pdd.imagel to identify the first virtual disk image and
pdd.image2 to identify the second virtual disk image.

For example, you might type

New Virtual Disk Name: pdd )
Striped? [no]
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Software disk striping provides quick random access and quick
sequential reads. When planning for a software striped virtual disk,
remember the following rules.

® The virtual disk must consist of multiple same-size pieces.

® For best performance, each piece should reside on a different
disk drive.

® You can set up a virtual disk for striping only when you create
it; that is, you cannot modify an existing virtual disk to allow
striping.

® The size of each piece must be an integer multiple of the stripe
size; for example, if the stripe size is 16, the piece size could be
800,000 blocks.

® You cannot change the size of a striped virtual disk after
creating it.

® You cannot use striping with the root and usr virtual disks.

For more background information on software striping, see
“Software disk striping” in Chapter 2.

If you want to create a striped virtual disk, enter y and continue
with this step. If you don’t want the new disk to be striped, enter n
and skip to step 5. For example, if you don’t want software striping,

Striped? [no] l
Sysadm prompts
Stripe Size (in blocks): [16]

The stripe size is the number of blocks that are used on one piece of
a striped virtual disk, before going on to the next piece. The stripe
size should be a power of 2, and must be an integral divisor of the
number of blocks in each piece. Generally, we suggest the default.
Whatever number you specify, remember later to make the virtual
disk size an integer multiple of that size. For example,

Stripe Size (in blocks): [16] )
Sysadm prompts
Create File System? [yes]

Each virtual disk needs a file system before people can use it to
store files. You can have sysadm create a file system now or later
(explained later in this chapter). Generally, it’s easier to have the
file system created here.
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If you are creating an additional image for a virtual disk that has a
file system and user data on it, you can, but need not, create a file
system. Later synchronization will copy the existing virtual disk’s
file system and data to the image you are creating.

Some database management systems create their own file systems
on disks. If you plan to use such a system on this virtual disk, you
do not need to create a file system on it.

Choose the course you want and specify it; for example,

Create File System? [yes] )
Select Space by: [xxx]

The default displayed depends on your response to the Striped?
prompt.

. Make sure that your answer to this prompt is “Disk to partition.”

You can specify this by a unique abbreviation (like Di) or if the
“Disk to partition” value is the default, taking the default. For
example,

Select Space by: [xxx] Disk )
Disk to Partition From:

. Your answer will select the physical disk from which the new

virtual disk or piece will be created.

IMPORTANT: Ifyou are creating the second or third image of a
mirror, or the second or subsequent stripe of a
striped disk, then the physical disk you specify
should differ from any disk you specified earlier for
this mirror or striped disk.

If you are creating a virtual disk that will be the
front end of a software cache, and you plan to
specify battery backed up NVRAM memory as the
disk to partition from (use the form nvrd()), then
the NVRAM memory board must be installed.

Enter ? to get a listing of disks. For example,

Disk to Partition From: ?)
1 sd(ncsc(0,7),0,0)
2 sd(ncsc(0,7),1,0)
3 sd(ncsc(0,7),2,0)

You can specify the physical disk by its number or disk drive name.
For example, to specify disk sd(ncsc(0,7),1,0) from the list above:

Disk to Partition From: 2)
Length of Piece in Blocks: (1-n)

. This sets the size in 512-byte disk blocks. The number n represents

all available space left on the physical disk. You can specify n if you
want the new virtual disk to occupy all space remaining on the
physical disk.
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If the new virtual disk will be just one partition, your answer will
set the total space allotment for the virtual disk. The same is true
if you're creating one image of a software mirror: even though you
will create another image later, the size you specify will set the
usable storage size of the mirror virtual disk. For any virtual disk
except a striped disk, later on you can enlarge or shrink the size
later, if you want.

If you are creating a striped virtual disk, the size you enter here
will be multiplied by the number of pieces you specify to yield the
total storage for the disk. For a striped disk, make sure the number
you enter is an even multiple of the stripe size.

IMPORTANT: Ifyou are creating the second or third image of a
mirror, then the length you specify must match the
length you specified earlier for the previous
image(s).

For example, to create a virtual disk of 204,800 blocks (about 100
Mbytes):

Length of Piece in Blocks (1-n) 204800 )
Starting Block (optional):

10. This prompt lets you specify the starting address of the virtual disk
on the physical disk. Unless you have computed your own disk
layout for some special purpose, we suggest the default:

Starting Block (optional): ),
Do you want to specify more pieces for this virtual
disk? [yes]

11. If this virtual disk has all the space you want for it (the virtual disk
is complete or a complete image), enter no. If you want to specify
another piece (for example, if you are creating a striped disk and
want to specify a stripe on a different physical disk), answer yes.

If you enter yes, sysadm prompts for the disk to use; return to
step 8.

After you answer no to this prompt, sysadm creates the new
virtual disk and displays confirmation messages. For example,

Do you want to specify more pieces for this virtual
disk? [yes] no),

Virtual disk "pdd” created.

Virtual disk "pdd” made a volume.

File system created on virtual disk /dev/dsk/pdd

You have created a virtual disk by physical disk(s) to partition. If
you need to create an additional image of a mirror, return to step 1.
If you want to create another type of virtual disk, go to the
appropriate section. Eventually, even if you did create a file system,

3-8 Licensed Material — Property of Data General Corporation 093-701101-04



Creating a virtual disk

you will need to add it. Creating and adding a file system are
explained later in this chapter.

Example — Creating a virtual disk by physical disk(s) to partition

The following example shows creation of two virtual disks to be
used for mirroring. It does not actually create the mirror; to create
the mirror, see “Creating a mirror virtual disk,” later.

Device -> Disk -> Virtual -> Create ->
New Virtual Disk Name: pdd.imagel)
Striped? [no]
Create File System? [yes] l

Select Space by: [xxx] Disk),
Disk to Partition From: ? )

1 sd(ncsc(0,7),0,0)

2 sd(ncsc(0,7),1,0)

3 sd(ncsc(0,7),2,0)
Disk to Partition From: 2)
Length of Piece in Blocks (1-n) 1516986)
Starting Block (optional):
Do you want to specify more pieces for this virtual

disk? [yes] no )

Virtual disk ”pdd.imagel” created.
Virtual disk "pdd.imagel” made a volume.
File system created on /dev/dsk/pdd.imagel

Virtual Disk Menu

1 Create .
Enter ... 1 )
New Virtual Disk Name: pdd.image2 )
Striped? [no] l
Create File System? [yes] n)
Select Space by: [xxx] Disk)
Disk to Partition From: ?)
1 sd(ncsc(0,7),0,0)
2 sd(ncsc(0,7),1,0)
3 sd(ncsc(0,7),2,0)
Disk to Partition From: 3)
Length of Piece in Blocks (1-n) 1516986 )
Starting Block (optional): )
Do you want to specify more pieces for this wvirtual
disk? [yes] mo )
Virtual disk ”pdd.image2” created.
Virtual disk ”pdd.image2” made a volume.
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Creating a
disk(s) (an

IMPORTANT:

virtual disk by name of existing virtual
aggregation)

Use this method when you want to create an aggregation of existing
virtual disks. The virtual disks can be of any type: stripe, mirror,
cache, and/or none of these. To create an aggregation, follow these
steps.

Creating an aggregation will render useless any data currently
residing on the virtual disk(s) you specify.

. Follow this path through sysadm:

Device -> Disk -> Virtual -> Create
Sysadm prompts
New Virtual Disk Name:

Enter a name for the new aggregation virtual disk. This name will
identify the virtual disk for mounting purposes by its entry in
directory /dev/dsk. After a file system is created on the virtual
disk and the file system is mounted, users will access the virtual
disk’s file system by the mount point directory name. The name
should be descriptive and memorable; for example,

New Virtual Disk Name: temp_storage)
Striped? [no]

If you want the entire aggregation to be software striped, answer
yes and continue with the next step. If you want only those virtual
disks that are already striped to be striped (or none if there are
none), answer no and skip to step 5. For example, if you don’t want
software striping,

Striped? [no] )_
If you answer yes, sysadm prompts
Stripe Size (in blocks): [16]

The stripe size is the number of blocks that are used on one
partition of a striped virtual disk, before going on to the next
partition. The stripe size must be a power of 2, and must be an
integral divisor of the number of blocks in each partition.

Generally, we suggest the default. If you specify the default,
remember later to make the virtual disk size an even multiple of 16.
For example,

Stripe Size (in blocks): [16] ),
Create File System? [yes]

Sysadm prompts

Create File System? [yes]
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6. Each virtual disk needs a file system before people can use it to

store files. You can have sysadm create a file system now or later
(explained later in this chapter). Generally, it’s easier to have the
file system created here. Choose the course you want and specify it;
for example,

Create File System? [yes] )
Select Space by: [Size alone]

. Since you are creating an aggregation virtual disk, it’s likely that

you will select the choice “Name of an existing virtual disk.” If so,
select that choice; for example,

Select Space by: [xxx] Name)
Child Vvirtual Disk:

. Sysadm is asking for the name of a virtual disk to build into the

aggregation. If the names of valid choices are not on display (as
with the ASCII sysadm) enter ? for a list; for example,

Child virtual Disk: ?)

11 1local
12 mail
13 temp
14 templ

Select a virtual disk to become part of the new aggregate. For
example, to pick temp from the list above,

Child Virtual Disk: 183)
Do you want to specify more pieces for this virtual
disk? [yes]

. If you want to specify another virtual disk or create a partition to be

part of the aggregation, enter yes. If you enter yes, sysadm
prompts for the child virtual disk again; return to step 8.

When you have specified all the virtual disks you want and
answered no to this prompt, sysadm creates the new virtual disk
and displays confirmation messages. For example,

Do you want to specify more pieces for this virtual
disk? [yes] mo )
Virtual disk “temp_storage” created.
Virtual disk "temp_storage” made a volume.
File system created on virtual disk
/dev/dsk/temp_storage

You have created an aggregation virtual disk by specifying two or
more virtual disks and/or partitions. If you want to create another
virtual disk, go to the appropriate section. Eventually, if you did
not create a file system on the disk, you will need to create one;
even if you did create a file system, you will need to add it.
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Creating and adding a file system are explained later in this
chapter.

Example — Creating a virtual disk by names of virtual disks (aggregation)

The following example shows creation of an aggregation of two
existing virtual disks.

Device -> Disk -> Virtual -> Create ->
New Virtual Disk Name: temp_storage),
Striped? [no] )

Create File System? [yes] )

Select Space by: [xxx] Name

Child virtual Disk: ?

11 local
12 mail
13 temp
14 templ

Child virtual Disk: 18)

Do you want to specify more pieces for this virtual
disk? [yes]

Child Virtual Disk: ?)

11 1local
12 mail
13 temp
14 templ

Child Virtual Disk: 14)
Do you want to specify more pieces for this virtual
disk? [yes] no )
Virtual disk "temp_storage” created.
Virtual disk "temp_storage” made a volume.
File system created on virtual disk
/dev/dsk/temp_storage

Creating a mirror virtual disk

Read this section when you want to create a software mirror from
two or three existing virtual disks (created using the “Creating a
virtual disk by physical disk(s) to partition” steps earlier).

Software mirroring helps to protect against data inaccessibility (due
to a failed disk drive) by duplicating the contents of a virtual disk
on one or more mirror images.

A software mirror consists of two or three virtual disks, each the
same size, and each on a different physical disk drive. A mirror has
a name (for example, pdd), that may differ from its virtual disk
image names (for example, pdd.imagel and pdd.image2). A
virtual disk must already exist for each image you want to specify.
Conceptual details appear in Chapter 2, section “Software disk

mirroring” and the manual Managing the DG/ UX™ System.
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Follow this outline with sysadm to build and synchronize a
software disk mirror. You can execute these steps at any time to
add an image to an existing mirror.

Create (or have available) two or three virtual disks to form images

of the mirror (explained in a previous section). If you have a virtual
disk with a file system and data on it, you need only one (identically
sized) virtual disk to serve as the other image.

Mirror the virtual disk images as described in this section.

If no image has a file system on it, on the primary image tell
sysadm to create a file system; then later tell sysadm to
synchronize the images. (Creating a file system is not necessary if
the mirror will hold a database management system that will create
its own file system.)

If you are creating a second image for a virtual disk that has a file
system and user data on it, do not tell sysadm to create a file
system, and do tell sysadm to synchronize the images. After
sysadm creates the second image, use sysadm to synchronize
using the primary image as a source. This will copy the disk with
user data to the new image.

Add and mount the local file system as explained in a later section,
“Creating and adding a local file system.”

Building the mirror virtual disk

To create a mirror from two or three existing virtual disks, follow
these steps.

. Follow this path through sysadm:

Device -> Disk -> Virtual -> Mirrors -> Mirror
Sysadm prompts

Virtual Disk:

. Enter the name of the existing virtual disk you want to mirror. As

always, you can enter ? for a list of valid answers. For example, if
you earlier created a virtual disk named pdd.imagel as a primary
image for the mirror,

Virtual Disk: pdd.imagel )
Minimum Images Required: (1-3) [1]
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Enter the number of images of the mirror virtual disk that must be
available and in synchronization before the disk can be mounted. If
the value is 1, then the mirror virtual disk will be mountable and
available to users as soon as the first image is present. If the value
is more than one, the mirror will not be mountable and will not be
available to users until the specified number of images are available
and synchronized. Generally, one image is enough. For example,

Minimum Images Required: (1-3) [1] 1 )
Maximum Number of Lost Images to Tolerate: (0-3) [0]

This governs how many lost images DG/UX will allow to mount the
mirror. (By Lost, sysadm means broken; that is, an
unsynchronized image does not count as lost.) A value of 0 means
that if an image is lost, DG/UX will not mount any of the mirror
images. Generally, we suggest 1 less than the number of images;
this will give users access to the mirror’s information if one image
fails. You can then fix the problem and start synchronization to the
new image. If your application requires that a backup image must
always be available, you might want to specify O (for a two image
mirror) or 1 (for a three-image mirror). For example,

Maximum Number of Lost Images to Tolerate: (0-3)[0] 1)
Automatically Synchronize on System Boot? [yes]

If you select automatic synchronization, at startup the DG/UX
system will start synchronizing images of this mirror that are
unsynchronized. Having the images synchronized is desirable; if
you do not select automatic synchronization, DG/UX will not
synchronize the images until you direct it to using sysadm. On the
down side, the process of synchronization may slow response time
throughout the system; also, if you answer no, you (not DG/UX) can
control which image is the master. Decide whether you want
automatic synchronization for this mirror virtual disk and answer.
For example,

Automatically Synchronize on System Boot? [yes]).
Throttle Value in Milliseconds: (0-300) [0]

This specifies how many milliseconds the system will wait between
succeeding I/O operations during synchronization. The default
value lets I/O proceed at full speed, which might slow users’ access
to the good disk. A non-zero value will let time elapse between I/Os
and might reduce contention for the good disk. For example,

Throttle Value in Milliseconds: (0-300) [0] ),
New Name for Mirror: [pdd.imagel]
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7. This prompt lets you specify the name of the mirror. As mentioned
earlier, the mirror name should differ from the name of its
constituent virtual disk images. The default name is the name of
the virtual disk you specified in step 2. Depending on the name of
that virtual disk, you might want to specify a different name for the
mirror; if not, take the default. For example,

New Name for Mirror: [pdd.imagel] pdd),
New Name for Image:

8. This prompt lets you specify a different name for the virtual disk
image you specified in step 2. You might want to enter a name that
distinguishes the image from the mirror and from other images.
For example,

New Name for Image: pdd.imagel )
Another image? [yes]

9. Ifyou have specified all the virtual disk images you want (at least
two), enter no; skip to step 11.

If you want to specify another virtual disk image, enter yes or press
Enter and continue with the next step. For example,

Another image? [yes] ),
Child Virtual Disk:

10. Enter the name of the second (or third) virtual disk image. As
always, you can enter ? for a list of valid answers. For example, if
you earlier created a virtual disk named pdd.image2 as a
secondary image for the mirror,

Child Virtual Disk: pdd.image2 )
11. Sysadm prompts
Begin Sync Immediately? [yes]

Having the images synchronized will let you mount and use the
mirror immediately. Answer yes unless you have another image to

specify.

IMPORTANT: The synchronization will copy the image you
specified in step 2 above to the child virtual disk you
specified in step 10. Any information on the child
virtual disk will be overwritten. If you think there
is any user data on either image, make sure that the
image you specified in step 2 is source you want and
the image you specified in step 10 is the destination
you want.

Make your choice and respond. For example,

Begin Sync Immediately? [yes] )
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Sysadm displays confirmation messages like the following:

Virtual disk "pdd.imagel,2CB42817,0D19AB77,0"
renamed to "pdd”

Virtual disk inserted at pdd.

Child virtual disk made a volume.

Virtual disk ”"pdd.image2” linked as a child to
virtual disk "pdd”.

Synchronization started on virtual disk
disk mirror ”pdd”.

You have created a mirror from two (or three) virtual disk images.
If you want to create another virtual disk, go to the appropriate
section. If no image has a file system on it, you will need to create a
file system on the mirror, explained later in this chapter, and then
use sysadm to synchronize the images. Or if you said no to the
synchronize prompt, you will need to use sysadm to synchronize
the images.

After the images have been synchronized, the system will maintain
them as copies. While synchronized, the images will not be
accessible as individual virtual disks. However, you can
unsynchronize the mirror with sysadm and then access one of the
disks (as for backup), and then synchronize.

Example — Creating a mirror virtual disk

The following example shows the mirroring of the two mirror
images created in an earlier section.

Device -> Disk -> Virtual -> Mirrors -> Mirror
Virtual Disk: pdd.imagel )
Minimum Images Required: (1-3) [1] )
Maximum Number of Lost Images to Tolerate: (0-3)[0] 1)
Automatically Synchronize on System Boot? [yes])
Throttle Value in Milliseconds: (0-300) [0] )
New Name for Mirror: [pdd.imagel] pdd)
New Name for Image: pdd.imagel )
Another image? [yes] )
Child Virtual Disk: pdd.image2 )
Begin Sync Immediately? [yes] )
Virtual disk “pdd.imagel,2CAC4C26,373A2C53,0"
renamed to ”"pdd”
Virtual disk inserted at pdd.
Child virtual disk made a volume.
Virtual disk “pdd.image2” linked as a child to
virtual disk “pdd”.
Synchronization started on virtual disk
disk mirror ”pdd”
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Software disk caching

Software disk caching offers the performance enhancements
inherent in a traditional cache for file systems. You create a
software disk cache by creating a cache virtual disk.

A software cache can include one or more front ends (often, but not
necessarily, NVRAM memory boards on which virtual disks have
been created) and one or more slower back ends. Each front end
and back end is a virtual disk. To create a cache with multiple front
ends, you specify all the front end virtual disks when you create the
cache; to create caches with a shared front end, you specify the
same front-end virtual disk as you create multiple caches. Creating
a cache does not affect any information stored on the back-end
virtual disk; therefore you can cache an existing virtual disk
without harming information on it.

Software disk caching involves concepts that you may want to
understand. Generally for these, you can take the sysadm defaults
without seriously degrading the performance of the cache. All the
concepts are defined in Managing the DG /UX System.

. Make sure the back-end virtual disk exists. (You can create the

front-end virtual disk when you create the cache.) If not, create it
as explained in “Creating a virtual disk by physical disk(s) to
partition,” earlier.

. Follow this path through sysadm:

Device -> Disk -> Virtual -> Caches -> Cache
Sysadm prompts

Virtual Disk:

. Enter the name of the existing virtual disk that you want to use as

the back end. For example, if you earlier created a back-end virtual
disk named customer_data,

Virtual Disk: customer_data )
Cache Reads? [yes]

. For this and the following prompts, you can take the defaults (as

shown), or specify other values after you get help using ? and/or
consult Managing the DG/ UX System for additional information.

Cache Reads? [yes] )

Cache Writes? [yes] )

Cache Only File System Metadata? [no] )
Asynchronous Write Policy: [First write] )
Read Weight: [1] )

Write Weight: [1] )

Search Percentage: (0-100) [10] )

Flusher Type: [Cyclic] )

New Name for Cache: [axx]
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5.

The cache name should differ from the names of virtual disks that
comprise it. The default cache name is the name of the back-end
virtual disk (shown as customer_data above). Sysadm asks this
question to let you specify another cache name; later it will let
rename the back-end disk. You might choose to provide a name
that implies the entire cache. If not, you can keep the existing
name. For example,

New Name for Cache: [customer_data] customer_cache ),
New Name for Back End:

You might want to specify a new name for the back-end virtual disk.
If not, press Enter to retain the original back end name. For
example, to retain the back-end name,

New Name for Back End: )
Specify a Front End? [yes]

You need at least one front-end virtual disk. So answer yes:

Specify a Front End? [yes] ).
Front End Virtual Disk: cache_front )
Specify Another Front End? [yes]

Enter the name of the front-end virtual disk (which might, but need
not, be a NVRAM memory board). If the virtual disk you specify
does not exist, sysadm will ask the name of the disk to partition
and the size of partition; then sysadm will create the disk. For
example, for the existing front end nvram_board_1,

Front End Virtual Disk: nvram_board_1 )
Specify Another Front End? [yes]

You can specify as many front-end virtual disks as you want. For
example, if you have multiple virtual disks consisting of NVRAM
boards, you can specify each of these. At runtime, DG/UX will treat
all the front ends as pool of cache space. When you have no more
front ends to specify for this cache, finished, enter n. For example,

Specify Another Front End? [yes] n ).
Virtual disk inserted at customer_cache.
Child virtual disk made a volume.

Sysadm has created the cache (here, customer_cache). If you
want to create another virtual disk, go to the appropriate section.

If the cache back-end virtual disk contains a file system, you need
not create one; you can simply add (mount) the file system to make
it accessible to users. If the back-end disk does not have a file
system, you will probably want to create one (unless your
application recommends against this). Adding and creating file
systems are explained later in this chapter.

For a discussion of software disk caching concepts, see Managing
the DG |UX™ System.
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Creating and adding a local file system

A local file system is one you create on a virtual disk attached to

your computer system. A file system is needed to let store files on

the virtual disk. Some database management systems create their
own file systems on virtual disks. If you plan to use such a system I
on a virtual disk, you do not need to create a file system on it.

If you created a file system when you created each virtual disk, you
do not need to create any file systems. You do need to add the file
systems, however, as explained in later sections.

In the process of adding a file system, you can create a virtual disk.
If the virtual disk name you specify for the file system does not
exist, sysadm will eventually ask for a number of disk blocks and
then create the virtual disk for you. If you want to control the
creation of the physical disk, however, we suggest that you create
the virtual disk first as explained earlier in this chapter.

There are two steps involved:

® C(Creating the file system, which actually creates the software
structure on the disk; and

® Adding the file system, which adds its name to the file system
table (/etc/fstab, which lets the file system be mounted
automatically at future startups) and then mounts the file
system.

The Create function does both; the Add function simply adds the
file system.

Creating a file system of type DG/UX

This section describes how to use the Create function to create and
add a file system of type DG/UX.

IMPORTANT: For the following devices, you do not need to create a file system.
For a CD-ROM, skip to the section “Adding a file system for a
CD-ROM device.” For a file system on a diskette formatted for
DOS, skip to “Adding a file system for a diskette formatted for
DOS.” For a memory-resident file system, skip to “Adding a
memory file system.”

1. To create a file system, follow this path through sysadm:
File System -> Local Filesys -> Create
Sysadm prompts

Virtual Disk: []:
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2. Enter the name of the virtual disk on which you want to create the

file system. If the virtual disk you specify does not exist, sysadm
will create it; however, you may need to create virtual disks using
the sysadm Virtual disk path, as covered earlier.

If a list of virtual disks is not displayed, as with ASCII sysadm,
enter ? for such a list. To specify pdd, you would enter

Virtual Disk: []: pdd )
Mkfs options:

. Sysadm is asking for custom options you want to add the mkfs

command that will create the file system. Among the options are
items like the disk allocation region (DAR) size and inode density.
You can access the shell (for example with lesh) and look at the
mkfs man page for more information. Generally, you do not need
any options, in which case press Enter:

Mkfs options: )
M<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>